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Real applications
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Let’s play

https://teachablemachine.withgoogle.com/train/image

AI recognize things that 
are very, very close to 
what it was trained on

https://teachablemachine.withgoogle.com/train/image
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Why?

Source: 
http://www.economicsdiscussion.net/essays/globalization-
essays/essay-on-globalization-and-business/17966

The Importance Of Your Self-Worth

Customers expect a personalized experience: each and everyone of us is 
unique and important, and no-one is insignificant. And this requires... DATA 
and predictive technology

http://www.economicsdiscussion.net/essays/globalization-essays/essay-on-globalization-and-business/17966
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Super AI: much smarter
than the best human

General or Strong AI: 
similar to humans

Narrow or Weak AI: only
one task at a time, one

domain

AI  Layers
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Evolving to Strong AI but not yet
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Evolving to Strong AI but not yet

https://dailynous.com/2020/07/30/philosophers-gpt-3/

Philosophers On GPT-3 (updated with replies by GPT-3)

Consciousness is key

https://dailynous.com/2020/07/30/philosophers-gpt-3/
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Source: 
https://www.theatlantic.com/technology/archive/2012/11/noam-chomsky-on-where-artificial-intelligence-went-
wrong/261637/

The point that Noam Chomsky was putting on the table, 
was the machine understanding about the world. 
"Meaning", as it exists in the human mind, derives from 
embodied human experience, which our AI models don't 
have access to

Norvig (Google) believes that many phenomena is 
complex by nature. We should stop acting as if our goal is 
to author extremely elegant theories, and instead 
embrace complexity and make use of the best ally we 

have: data 

https://www.theatlantic.com/technology/archive/2012/11/noam-chomsky-on-where-artificial-intelligence-went-wrong/261637/
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https://arxiv.org/ftp/arxiv/papers/2002/2002.06177.pdf

https://arxiv.org/ftp/arxiv/papers/2002/2002.06177.pdf
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Opening black box models with interpretability models

https://towardsdatascience.com/understanding-model-predictions-with-lime-a582fdff3a3b

https://towardsdatascience.com/understanding-model-predictions-with-lime-a582fdff3a3b
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AI strategy with poor Data Governance Strategy: NO WAY
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More myths...

❑ A Machine Learning can be “self-sufficient”. Machine learning is a co-
pilot, not an autopilot. A person is needed to make judgment calls on 
the machine's output (in the “relevant” use cases)

❑ The more data the better… It depends! Take into account quality and 
imbalanced datasets

❑ AI is replacing humans. No, IA is “augmenting” humans
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When is it needed an human to take decisión?

It depends on the use case:

1. What happens if we fail? Who fail the most? The human or 
the machine?

2. How fast you have to make the decision? And, how much 
data do you have to analyze?

Example:
Digital Ads (automatic decision)

AI generates 
new input or 
data to take into 
account in the 
final decision 
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Summary

✓ Business first

✓ High quality data is paramount

✓ High competitive environment

✓ Deal with your customers as persons not as a flock of sheep

✓ Far from Strong AI

✓ AI is a co-pilot
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Thank you!
djbodas@mapfre.com

@DiegoBodasSagi

mailto:djbodas@mapfre.com

