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Abstract

The increasing integration of computer technolamyttie processing of business transactions and
the growing amount of generated financially reléw@ata in organizations create new challenges
for external auditors who are responsible to asessrue and fairness of financial statements.
The availability of digital data opens up new ogpoities for innovative audit procedures. Process
mining can be used as a novel data analysis teshrnasupport auditors in this context. Process
mining algorithms produce process models by anadyrecorded event logs. Contemporary gen-
eral purpose mining algorithms commonly use theptaa order of recorded events for determin-
ing the control flow in mined process models. Thespnted research shows how data dependen-
cies related to the accounting structure of reabrelents can be used as an alternative to the
temporal order of events for discovering the cdrftoov. The generated models provide accurate
information on the control flow from an accountipgrspective and show a lower complexity
compared to those generated using timestamp deperdeThe presented research follows a de-

sign science research approach and uses threeediffeal world data sets for evaluation purposes.
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1 Introduction

Data explosion (Krcmar, 2010) and information olevf(van der Aalst, 2011a) are well known
phenomena that accompany the increasing integratioriormation technology into society and
business. The availability of large amounts of tdigdata provides extensive opportunities for
novel data analyses. This study focusses on tHgsamaf large data sets in the context of finahcia
audits.

Financial audits are carried out by external augit®hey are an important control mechanism
in order to enable stakeholders - such as investdiisancial analysts - to make decisions based
on information that provides a true and fair vieie financial position and performance of the
reporting entity. The availability of abundant deajidata opens up new ways for improving finan-
cial audits. However, it also introduces new chagkes to the audit profession as it requires addi-
tional skills to deal with data that exhibits chaeaistics which are commonly discussed under the
term Big Data (Chen et al., 2012) in academia aciksy.

Financial year-end audits encompass different agfivities. An important aspect in contem-
porary risk-based audits is the testing of integmltrols over financial reporting (Rittenberg et
al., 2008). In order to be able to assess theteféaess of internal controls the auditor has ia ga
an understanding of how the internal controls affiee business processes in an organization. The
activities carried out in order to process busirtesssactions create the entries on the financial
accounts. An auditor requires an understandinguf the audited entity’s internal controls, busi-
ness processes and financial accounts relate oogtaer in order to be able to carry out a financia
audit effectively. The International Standard ordAng 315(Revised) requires that

“the auditor shall obtain an understanding of tiferimation system, including the
related business processes, relevant to finanegarting (...)" (IFAC, 2012, sec.
18)1!

! Similar requirements can be found in national estdindards such as the Auditing Standard No. CA(B, 2010)
or the IDW-PS 261 (IDW, 2009)



The rationale to audit business processes, relatedhal controls and information systems is the
assumption that well-controlled processes leadtoptete, accurate, valid and authorized post-
ings on the financial accounts.

The audit of internal controls becomes more compligl the increase of computer technology
that is used for transaction processing. Procdssasme more complex, are automated and gen-
erate amounts of data which can hardly be handl#dtraditional audit procedures. The results
are large data sets that form the basis for thegpation of financial statements which the auditor
has to issue an opinion upon.

Data analytics can be used to deal with large sty Yet, they are rarely used in the context
of financial audits. Scientific publications reldt® the analysis of large journal entry data aets
almost absent.The study at hand focusses on process miningnavel data analysis technique
to improve process audits as part of financiakstant audits.

Process mining is a specific data analysis tectaiat uses recorded event log data to provide
information about business processes. Process gnatgorithms produce models by analyzing
the available source event logs. They can poténti@ used in the context of financial audits to
create reliable process models for audit purpoSestizely and efficiently. During the testing of
internal controls auditors assess if the businessegses that lead to the entries on the financial
accounts are well controlled in order to ensuré¢ ¢indy complete, accurate, valid and authorized
transactions are recorded. Auditors, for exam@sess if a procurement process is properly con-
trolled to ensure that material postings on thevaht financial accounts, such as raw materials or
trade payables, are correct.

The type of information needed for process auditsontemporarily collected manually in a
time-consuming and error-prone way. External auslitaditionally employ manual audit proce-
dures like interviews and the inspection of sowlceuments during process audits. The applica-
tion of process mining techniques would enableatiditor to generate reliable process models as
a source of information automatically. It would reakanual data collection procedures for this

purpose obsolete. Instead of collecting relevafttrmation via interviews during walkthroughs

2 Debreceny and Gray (2010) conclude that a largly lnd literature regarding data mining does exist\arious

application domains but their study reveals thetdtis no literature related to data mining on reeed journal entries.



and the inspection of a very limited number of sktisource documents process mining can
potentially be used to produce reliable processatsodutomatically by considering the entirety
of recorded transactions. Related to the aforemeeti example of a procurement process auditors
would not need to carry out time-consuming andrgorone interviews. Instead they could use
process mining techniques to create models of theupement process based on the actually rec-
orded event data. Automating the model generatiouldvset free resources that could then be
spent on the actual testing of internal control$ éetected deviations from standard procedures.

Process mining projects are commonly carried odiffarent stages (van der Aalst et al., 2012):
planning and justification (stage 0), data ext@t(stage 1), connecting the event log and creating
the control flow (stage 2), the creation of integdaprocess models (stage 3) and operational sup-
port (stage 4). This study focusses on the detetioim of the control flow (stage 2).

In order to be useful for process audits the mmedels have to represent the underlying data
correctly and they must be readable to the audifdre control flow provides information about
the structure of a process. It describes the segueinactivities that are carried out within a pro-
cess. Contemporary general purpose process mifgogtams use the temporal order of events
to infer the control flow in mined process moddlkey require a specific structure of the event
log (van der Aalst, 2011a, chap. 4.2) in order perate correctly. Data from common source
systems like Enterprise Resource Planning (ERRgsysusually do not store financially relevant
event data to serve as input for general purposeeps mining algorithms. Gehrke and Muller-
Wickop (2010) introduce a technique that allowsrate an event log from ERP source data by
exploring specific data relationships between jalamtries. Their approach is promising because
it uses the universal structure of accounting ddiah is in principle independent of the ERP
system used for transaction processing.

The algorithm introduced by Gehrke and Miiller-Wipk@010) maintains the original data
structure but at the cost that the generated dogns not suitable for traditional general purpose
mining algorithms. A main difference compared tditional event logs is the characteristic that

traces in these types of event logs are not linear. ddlitional event logs all events are strictly

3 A single execution of a business process is caltedess instance. They are reflected in the degnas a set of

events that are mapped to the same case. The sequferecorded events in a case is called trace.



chronologically ordered. This means that each elrastexactly one or no predecessor and one or
no successor. This is not the case for financiglgvant data that served as input for this study.
The purchase of two different goods, for exam@eften paid by a single payment. If an event
log containing non-linear traces is used as inputraditional general purpose process mining
these create overly complex models that, from alit ierspective, do not provide the necessary
information required by the auditbiThe questions arise of how an event log, createsooirce
data from ERP systems by exploiting the generatsire of journal entries, can be used in order
to infer the control flow of mined models? And hoan this be done by simultaneously maintain-
ing information on the relationship between bussn@®cesses and the financial accounts?

This study answers these questions by introduainglternative approach to infer the control
flow. The creation and linkage of the event loglitss demonstrated by Gehrke and Miiller-
Wickop (2010). The main contribution of the studyand is the presentation of a method to infer
the control flow by exploiting specific data dependies that relate to the accounting structure
between recorded events instead of temporal depeigde Journal entries recorded in ERP sys-
tems that follow a double-entry bookkeeping systerd use an open item accounting structure
show specific data dependencies. This study shamsthese dependencies can be technically
exploited to determine the control flow in minesdb@ess models. The aim is to provide process
models that accurately represent the control flowhe underlying business processes according
to the recorded journal entries. The generated laat®w a lower complexity due to the disen-
tanglement of control flows on the process instdagel. The model complexity in this context
serves as a technical proxy for the usability efrtiined models.

Debreceny and Curtis (2015) summarize that accogiraind auditing nowadays almost com-
pletely rely on computerized information systemile Pathways Commission sponsored by the
American Accounting Association and American Ing&tof Certified Public Accountants warns
that “if the accounting community continues to (no} understanding the technology and dynamic
business processes that run companies of the @dsitrg, the accounting profession has the po-
tential to become obsolete” (AAA/AICPA, 2012, p.)68n important aspect to prevent such a

4 The event log can be transferred into a strigtigdr event log as shown by Muller-Wickop and Sth(2013) but
this approach introduces the duplication of evantsneglects the implication for data values tbptesent the entries
on financial accounts..



development is the integration of information syseand the data that is stored in those systems
to improve financial audits. Wang and Cuthberts20i6) emphasize that the understanding and
the use of data analytics in audit engagementstidiremited. The research presented in this study
contributes to the integration of research rel&wadformation systems to improve process audits.

The following section two discusses the researcthouwlogy that was used for this study.
Section three draws on contemporary literaturertivide background information on process
mining, the role of business processes in finarstialement audits and discusses how process
mining can be employed in this context. It alsovmtes technical information about the structure
of recorded journal entries in ERP systems as ageélvent log preprocessing and case matching.
The latter aspects are important prerequisiteshi@rintroduction of the alternative control flow
inference method as the main research result iosefour. The paper closes with a conclusion
and outlook to future research in section five.

2 Methodology

The research presented in this study follows agdestience research (DSR) approach (Hevner et
al., 2004; March and Smith, 1995; Osterle et &110). The reason for choosing such an approach
is the proximity of the research question to thecpcal problems in auditing and the objective to
deliver artifacts that are valuable for the apgi@madomain.

DSR consists of the phases analysis, design, dia@iuand diffusion (Osterle et al., 2010). This
study was embedded into a larger research projeichwan through several research cycles. The
overall project was concerned with the researctstipre of how data analysis techniques can be
used to support financial audits in general. Duthreganalysis phase empirical investigations were
conducted and published by Muller-Wickop et al.}20in order to identify the information needs
of external auditors during a process audit. Thidysfocusses on the design and evaluation phase
of a particular research cycle with the aim to pleva method for the control flow inference of
mined process models that can be used to improaedial audits.

The primary research methods for the design opthesented solutions were method engineer-
ing (Brinkkemper, 1996) and prototyping. Method ieegring is commonly used in information
systems science for the systematic design of metfidilde and Hess, 2007). A method in this

context consists of different parts (method fragteethat can be combined and reused (Harmsen



et al., 1994). A new method can be engineered mbaung existing method fragments in a new
manner or by developing completely new method fragisy The method fragments described by
Gehrke and Muller-Wickop (2010) and the ColorediRéét specification presented in (Author
Citation) served as input for the development ef ¢ontrol flow inference method described in
this paper. This was implemented in a softwaregtype. Prototyping is traditionally used in soft-
ware engineering (Naumann and Jenkins, 1982)ldivalto develop a software artifact that im-
plements the intended core functionality in iter@tcycles. Prototyping was used as a research
method in this study in order to develop a softwatdact which could be used for the evaluation
of the designed methods. Both control flow infeeentethods described in this study (traditional
timestamp dependent and alternative accountingstiateture dependent) were implemented in a
software prototype on the basis of the Financiat®ss Mining (FPM) algorithm. The FPM algo-
rithm was developed specifically for the contexfin&ncial audits (Gehrke and Muller-Wickop,

2010). The software prototype consists of an etitmenodule and a mining module.

Data Set Set 1 Set 2 Set 3
Industry Manufacturing Media Retall
Records in BKPF 1,764,773 156,604 92,487
Records in BSEG 7,395,434 559,506 222,901
Mined Process Instances 1,035,805 18,975 40,634
Mined Process Models 841 516 307

Table 1 Overview of Used Data Sets

The evaluation was carried out by conducting a agatfnal simulation experimehtExtracted

data from ERP systems served as input for the ewpat. The data was provided by companies
from three different industries (manufacturing, maeahnd retail) operating in Germany that par-
ticipated in the research project. The data wasetdd from the companies’ operational SAP
systems and consisted of data extractions of ttedbdse tables BKPF and BSEG. BKPF stores

the data of recorded journal entries, BSEG of medrjournal entry items. An overview of the

5 The conducted experiment differed from traditioegberiments that are commonly employed in behal/gmience-
oriented research (Bhattacherjee, 2012). The subfjécvestigation in the design science-orientegegiments is the

prototype itself (Riege et al., 2009) and the ontes that are produced by its application.



used data sets is provided in Table 1. This dataedeas input for the prototype. The output were
models that were tested by simulation. The minesylts were further analyzed using descriptive

statistics to evaluate the output quantitatively.

3 Background

3.1 Process Mining

Process mining is a research area that first erdengthe context of software engineering (Cook
and Wolf, 1998, 1999). Research on process minagyrhatured in the past decades with the
development of powerful heuristic (Weijters et 2006), fuzzy (Glunther and van der Aalst, 2007)
and genetic (de Medeiros, 2006) mining algorithite Process Mining Manifesto (van der Aalst
et al., 2012) provides a comprehensive overviewootemporary challenges in process mining.
An overview of basic and advanced concepts on peoo@ning can be found in van der Aalst
(2011b).

Process mining has already been successfully apiplithe context of internal audits (Jans et
al., 2008, 2010a, 2011, 2013, 2014) and financaidita (Author Citation). Several scholars have
also used general data mining techniques for augd{fDebreceny and Gray, 2011) and internal
fraud detection purposes (Debreceny and Gray, 2IHrts et al., 2010b). Jans et al. (2014) used
the data from a financial service company in otdeapply process mining in the context of inter-
nal audits. They prepared an event log by explpitite specific data structure of recorded events
of a procurement process and used a general puppasess mining tool for mining. As described
in Jans et al. (2013) they created an event lagssaitable to be processed by the Disco software
tool (fluxicon, 2015). Their research actually usessting process mining solutions and applies
them to the context of internal auditing. The stadyhand chooses a different path. It aims to
develop solutions in forms of new methods in otdemake the analysis tool fit the source data.
By doing so the study contributes to the set oflabke process mining techniques. It introduces
a control flow inference method that exploits tla¢une of journal entries. We are not aware of
any other research that investigates the accoudéttagstructure of events for the inference of the
control flow in the context of financial audits.

A fundamental challenge in process mining is theation of useful process models. Mined

process models are often too complex for simplerjmetation and analysis. Extremely complex
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process models are referred tspaghettprocesses in the process mining community dueeiio t
graphical characteristics of intertwined arcs ie tiespective process models (van der Aalst,
2011b). Complexity reduction of process modelsliesen addressed by scholars following differ-
ent approaches. Advanced mining algorithms sutheaBuzzy Miner (Giinther and van der Aalst,
2007) provide functionality to abstract from infummt events and execution paths and are able to
deliver less complex process models. However, guieat behavior might indeed be relevant for
compliance (Becker et al., 2012) and conformaneeking purposes (van der Aalst and de Medei-
ros, 2005). Their omission in the process modehtriigad to process models that are of little use
especially in the context of financial audits. @tkeholars suggest abstraction methods such as
aggregation and reduction to decrease complexipyaoness models (Reichert, 2012).

Approaches for organizational mining and socialwoek analysis (Song and van der Aalst,
2008) focus on the resources that interact in @nbas process and exploit data referring to the
relationship between process participants and iieBvto create models that illustrate organiza-
tional structures and social networks. Organizationining also uses information from the event
log other than the temporal order of events forgéeeration of models but with the objective to
discover the interaction of process participaritthdrefore differs from the approach used in this
study.

The next subsections discuss the relationship legtwesiness processes and financial audits.
They highlight different aspect that have to becaated for if process mining is used in the con-
text of financial audits. It also serves as thenfiation to illustrate how the suggested procedure

can be integrated into the overall audit process.

3.2 Financial Audits and Business Processes

A business process is a set of connected actithiegsin combination realize a specific business
goal (Reichert and Weber, 2012). The audit of essmprocesses and related internal controls is
an essential part in contemporary risk-based appesato audit financial statements (IDW, 2009;
IFAC, 2012; PCAOB, 2010). It requires that the émdhas a sufficient understanding about the



relationship between business activities, finana@ounts and internal contrél&xternal audi-
tors use process models to gain an understanditigecdudited business processes, to identify
incomplete, inaccurate, invalid or unauthorizedhsection processing and to assess the design
effectiveness of internal controls. These procesdeis are usually created using traditional audit
procedures like interviews and inspections of amé documents. Process models and textual
descriptions in current audit practice are prepanadually by using simple general purpose mod-
eling tools such as Microsoft Visio, PowerpointWord. These procedures are highly time-con-
suming and error-prone. They become inefficiend\@n ineffective if the level of process auto-
mation and the volume of processed data incre@segact persons from the audited entity tradi-
tionally serve as an important information sourcgdin information via interviews about relevant
business processes. If these are operated autafhaticthout any or with just limited human
interaction the contact persons may not possessetessary knowledge about relevant business
processes anymore and performed interviews migivighe little if any reliable information. The
high volume of transactions, for example in teleommication companies, make manual investi-

gations over randomly selected samples very inefftc

3.3 Process Mining for Financial Audits

Process mining is a relatively novel research as@ah can potentially help to efficiently produce

reliable process models. Process mining technigaesbe used to create models in different
phases of the audit process. An audit engagememhoaly consists of five phases that are illus-
trated in Figure 1. Process models are particulatigvant in the phases of the design and effec-
tiveness testing of internal controls. Externalitard require information about the structure of a
process and its impact on the financial accountxrdier to decide if it has to be audited from a
materiality perspective or if it can be neglect&dch information is also necessary in order to
assess if internal controls are adequately impléadeim order to prevent incomplete, incorrect,

invalid or unauthorized transactions.

6 The empirical investigation carried out by Mullfickop et al. (2013) illustrates that financial agats, journal

entries and internal controls are key conceptpfocess audits.



Figure 1 Financial Statement Audit Process

Process mining could be used by auditors to cprateess models in an automated way to improve
the necessary information collection. However, ¢hieave to represent the underlying data ade-
quately from an audit perspective. Process modsigmgted via process mining can be assessed
according to different quality criteria. It is gealty necessary to achieve an adequate compromise
between competing criteria depending on the reqeérgs from the application domain. Depend-
ing on the used mining algorithm models usuallysinaore behavior than recorded in the event
log or less. It is commonly not possible to craatalels that fulfill all criteria completely with a
single model. Rozinat and van der Aalst (2008) uliscfour different quality criteria for mined
process models - fitness, precision, generalizghaind structure - that can be used in order to
identify criteria that are important in the contexffinancial audits. Fitness refers to the abitify

a process model to replay the behavior that wasrded in the event logPrecision is the com-
plementary criteria expressing that a process msiu@lld not allow behavior that was not rec-
orded in the event log. Generalizability is the @gpg criteria that refers to the ability of a pres
model to abstract from the source event log aralltov additional behavior that is not recorded
in the log® Structure, or in other publications also calledicity (van der Aalst, 2011a, chap.

5.4.3), refers to the structural complexity of aned model.

7 A process model has a perfect fitness if it i=dblreplay all behavior that was recorded in trenelog.
8 The rationale to produce generalized process misdble assumption that a given event log is jusesract of

reality that is most likely to be incomplete (vaer dalst, 2011a).
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Fitting and precise models are important to prevaise positive and false negative audit re-
sults? It is shown in (Author Citation) how perfectlytfitg and highly precise process models can
be generated by using recorded journal entries $tidy investigates in detail how the source
data extracted from ERP systems can be used im ioffiée the control flow of mined models by
exploiting the underlying accounting data structofreecorded events. In terms of process model
quality criteria this study focusses on the craexf structure. It refers to the graphical layoludo
model and it is related to the principle of OccaRazotC. Ceteris paribus a process model with
a lower complexity is superior to a model with ghter complexity.

This study shows how the specific data structureodrded journal entries can be used to infer
the control flow in mined process model. This apgtosimultaneously creates less complex mod-
els in comparison to results that can be achieyedpplying timestamp dependent control flow
inference.

3.4 Understanding the Structure of Recorded Journal Entries

ERP systems support and automate the operationsiridss processes. They produce entries on
financial accounts when processing financiallyvate transactions. Entries in financial accounts
exhibit a specific structure that can be used tyae the business processes that created these
entries. Each execution of a financially relevanivaty in a business process creates an accounting
journal entry that is recorded.

% Incomplete, inaccurate, invalid or unauthorizexhsactions might not be represented in the minedegs models
leading to false positive audit results if the midues a low fitness. Process models might leadlsefnegative audit
results if they show additional behavior (because low precision) that is interpreted by the aodés incomplete,
inaccurate, invalid or unauthorized transactionsthat in reality did not occur. A low fithess cdacrease the audit
effectiveness if it leads to false positive audgults. A low precision can decrease the auditieficy if it leads to

false negative audit results.

101t refers to the principle that gives “(...) precade to simplicity: of two competing theories, timagler explanation

of an entity is to be preferred* (Encyclopaediat&mnica, 2010). In terms of process mining “(...) sheuld look

for the ‘simplest model’ that can explain what bserved in the data set.” (van der Aalst, 201180jp.
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Figure 2 Example Business Process and Financial Accounts

A journal entry consists of at least two journalrgrtems, one on the debit and one on the credit
side of a financial account. Open items on an aticate cleared by items belonging to other
journal entries. These are created by the execufti@ctivities that belong to the same process
instance. This relationship is illustrated in Fg&. It shows the financial accounts with the cor-
responding journal entry items and the activitiest treated them.

This relationship can formally be described usimgEmtity-Relationship (ER) diagram as
shown in Figure 3. Each rectangle represents aty avttich is recorded as a table in the source
ERP system. For each entity different attributesracorded. Figure 3 shows all attributes that are
relevant for this study. The attribut@ansactionCodef the entityJournal Entry for example,
describes the name of the transaction in the uyidgrERP system that is executed in order to
process the corresponding activity. The transactamte in SAP ERP systems for the recording of
incoming invoices, for example, MIRO. The attributelournalEntryltemNiof entityJournal En-
try Itemis also called.ine Numbeiin other systems. The abbreviatid?ls andFK stand for pri-
mary key and foreign key.

The lines between the rectangles represent thegoreship types between the entity types. The
numbers attached to the lines provide informatiooua the cardinality of the relationship types.
For the'contains’ relationship these cardinalities mean that exawtly entity of the typdournal
Entry (cardinalityl) is always related to at least two different orenentities (cardinalit...N)
of type Journal Entry ItemA journal entry represents a single event. Wihs évent occurs a
journal entry is created in the source system ¢batains two or more journal entry items. This
relationship is illustrated via tHeontains’ relationship in the ER diagram. Furthermore, ag-ex
cuted transaction clears none, one or many opets itehich is expressed via ttogears’ relation-

ship (cardinality0...N. On the other hand not all journal entry iteme elleared by any other
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journal entry (cardinalityd...])''. The Receive Invoicactivity illustrated in Figure 2 creates a
journal entry that contains two journal entry iteraeel10,000 € debit postingn theGoods Re-
ceived / Invoices Received (GR/Erount and ont0,000 € credit postingn theTrade Payables
account. It also clears t116,000 € debit postingn theGR/IRaccount that was posted by activity
Receive Goods

Journal Entry Item
Journal Entry tai
1 contains 2..N'|PK  JournalEntryltemNr

PK JournalEntryNr PK/FK JournalEntryNr

UserName

; 0.1 AccountNr
PostingDate Amount
TransactionCode clears CreditOrDebit

0..N | FK  ClearingDocNr

Figure 3 ER Diagram for Accounting Data Structtie

The ER diagram in Figure 3 can also be expresstutiae relations:
JE = {JournalEntryNr, UserName, PostingDate, TransactionCode}

The attributegournalEntryNr andClearingDocNrin relation/E7 are foreign keys referring to the
primary keyjournalEntryNrin relation/E.

1 This is the case for those journal entry items dlmanot follow an open item accounting structitrés also the case
for incomplete process instances where not all djgems have yet been cleared.

12 Figure 3 shows the data structure of the undeglgiource system. From an accounting perspectivaragl entry

item is cleared by one or more other items postethe opposite side of the same account. The umades systems
do not link the clearing item directly to the cleditem but instead to the journal entry that @édbe clearing item.
For process mining purposes this difference hasflwence on the mining results as the algorithm ba adjusted
depending on the actual implementation of data miggecies.
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3.5 Event Log Preprocessing and Case Matching

The application of process mining techniques i seanarios is commonly conducted in five
different stages (van der Aalst et al., 2012)tdtts with the planning and justification (stage 0)
followed by the data extraction (stage 1). Next, ¢bnnection of the event log and the creation of
the control flow is established (stage 2). The riemmg stages (stages 3 and 4) deal with the crea-
tion of integrated process models and operatianabaert.

A traditional event log is essentially a simpleléafis shown in Table 2. It consists of case IDs,
event IDs and data attributes such as the actiatyie or user who executed the activity. A case
represents a single execution of a business proEask event represent an executed activity of
the business process. The recorded event datarimon ERP systems is currently not matched
to cases. It is perceived as a data source offjagdium data quality for process mining purposes
(van der Aalst et al., 2012) as the relationshigvben events and cases is not automatically rec-
orded with the event data itself. It has to bermafeé during or after the data extraction. In Table
this would mean that the relationship between col@ase IDandEvent IDis not yet established.
Column Case IDwould be empty. For the inference of the conttolfin the aforementioned
process mining stage 2 it is therefore not cleackbvents recorded in the event log data belong
to which case. However, the case matchiiga necessary precondition for any process mining
algorithm to be able to determine the control flawd to complete stage 2.

The case matching for source data from ERP systam®e carried out by preprocessing the
available event data. Gehrke and Muller-Wickop (®Qdrovide an algorithm in this context that
can be used to match events to cases by explditengccounting data relationships between jour-
nal entries that are shown in Figure 3. The alboristarts with an arbitrary journal entiye JE
and searches all journal entry items that belorthitojournal entry. The result is a set of journal
entry items/El; < JEI whereJournalEntryNr; € JEI;[JournalEntryNr]. It then searches the
journal entries that cleared the journal entry ggmosted byi. CJE; < JE is the set of journal
entries ¢ that cleared journal entry items posted by where journalEntryNr, €
JEI;[ClearingDocNr]. The algorithm then repeats the forward searatelated journal items and

clearing journal entries for all elements CJ/E;. The algorithm stops when all leaves in the graph

13 Ferreira and Gillblad (2009) call the step of ratg recorded events to cases labelling.
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are found and then searches backwards to idehgfyaurnal entry items that were clearediby
with CJEI; < JEI whereJournalEntryNr; € JEI[ClearingDocNr]. The forward and backward
search is repeated until no further related jouemdties and journal entry items are found. All
journal entries and journal entry items that belemthe same process instance are markéd in
and/EI with the corresponding case ID. A watch ligtis used to prevent that the same journal
entries and journal entry items are traversed plaltimes. The algorithm starts with the ng@a

JE Aj € W when the forward and backward searchifes finished. The result is an event log
consisting of two tables where each journal enty jaurnal entry item is matched to a case.

The algorithm presented by Gehrke and Muller-Wickap be used to match recorded events
in an ERP system to cases. Applying their algoritbueals an interesting aspect which is central
to the study at hand. The event log that can bergéed by using their algorithm consists of two
tables. This data can be represented as a dirgcpti. An example of such a graph is shown in
Figure 5. This graph represents a single procedarine. The data structure of this instance is
fundamentally different compared to the data wisieinmonly serves as input for general purpose
mining algorithms. Common event logs such as showiable 2 are linear. All events that belong
to the same case are strictly ordered accorditigeio time of execution (timestamp). This is not
the case for the type of data shown in Figure Shiws parallelism of events on the process
instance level. The reason for this constellatioexiplained in detail in the next section.

It could now be argued that the event log shoulgreerocessed in order to linearize it to make
it suitable for general purpose mining algorithmdsiller-Wickop and Schultz (2013) present an
algorithm that can be used to achieve this. Thegrfally suggest to cut a process instance that
shows parallelism on the process instance level separate smaller instances. Applying their
approach to the example process instance wouldidead event log as shown in Appendix A. It
contains four different cases. Essentially one aseeated for each individual branch in the orig-
inal instance. However, this approach creates akbuadesired side effects. First, several events
in the event log are multiplied. This significandisturbs subsequent quantitative analysis of the
mined model. Second, the disintegration negleetsttached data values, in this case the postings
on the financial accounts. It remains unclear hoesé should be treated. A simple multiplication
is not possible because as a result the aggregsti@g values shown in the mined models would

not match the overall posting volume recorded anfithancial accounts in the source system an-
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ymore. This study therefore maintains the origdsth structure to produce adequate process mod-
els at the cost that the generated event log isuitdble for traditional general purpose mining
algorithms anymore as shown in the next section.

To sum up, at this point it is important that tlese matching is a necessary precondition to
further analyze the source data, but it does riet the control flow. The control flow defines the
sequence of activities in a process and is a fuedéhcomponent in process models. The next
section describes how it can be determined by usi@g@ccounting data relationships illustrated
in Figure 3.

4 Accounting Data Structure Dependent Control Flow Inference

The previous section introduced background inforomatrucial for describing the application do-
main and source data structure. This section ifgagsts how the control flow can be determined
by exploiting the aforementioned structure. It tstavith the description of an example process
instance in the next subsection which is usedlliastration in the remainder of this section. The
example describes a single execution of a busireg®ss to explain the differences and to com-
pare the varying outputs generated by a traditioimastamp dependent approach versus an ac-
counting data structure dependent control flowreriee. Figure 4 provides an overview of the
concept of abstraction levels that are commonlyl useéhe context of business process manage-
ment. It is useful to visualize the differenceswssn business processes, business process in-
stances and related model types.

Process mining algorithms usually produce procesdets that are located on level M1. A
business process model is an abstraction of a é&siprocess and consists of a set of activity

models and execution constraints between them (8Y&€K 2).

16



Displayed Abstraction

Realit Model .
y Information Level
Defines
Metamode| —=——p Notation M2
:gsftpr‘;scff;: Represents Aggregated Control Flow
Process ==——p Process Mode| m————— and Data Values of a Set M1

of Instances

Puposelul s Instance  Represents Aggregated Control Flow
Model —_— and Data Values of a

Process Single Instance

Instance MO

Control Flow and Data Values
Process Instance  Represents
Graoh — for Each Event and Data
P Element of a Single Instance

Figure 4 Horizontal Abstraction Levels in Business Proddssmiagement adapted from (Weske,
2012, p. 76)
A single execution of a business process is cgtedess instance. Process models represent the
behavior of a set of process instances that bettige same business process. A model represent-
ing a single process instance is called procesarine model. These models are located on level
MO. Process models and process instance modelsajgneclude every activity only once. The
represented activity models in process instancepaocess models are already abstractions of a
set of executed activities. A process instancetgtaan Dongen and van der Aalst, 2005) resides
on level MO as well but provides more details coragdo a process instance model. It refers to a
single process execution but each event is repied@s a single activity in the model.

This study primarily refers to the process instaeeel with its related process graph and pro-
cess instance models for ease of illustration. &biraction level is used to unravel the reasons
why both approached, timestamp vs. accounting staiature dependent control flow inference,
create different results. However, the same meshaniand conclusions are also valid for the
process model level.

The next subsection 4.1 introduces the examplevi@t by a demonstration of the output using
traditional timestamp dependent control flow infeze in subsection 4.2. Subsection 4.3 formal-

izes the specific data dependencies between joemtalkes necessary to determine the control
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flow. Subsection 4.4 deals with specific data celtestions observed in the source systems that
have to be taken into account whereas subsecttosudnmarizes the different method fragments
and presents the output of the alternative coffiival inference. Subsection 4.6 presents evalua-
tions results before it is discussed of how thes@néed approach can generally be integrated into

the overall audit process in subsection 4.7.
4.1 Example Process Instance

Table 2 provides the event log for the example Wed derived from a company operating in the
manufacturing industri# It shows the event log of only a single processaince which was typ-
ical for the procurement process. It was delibé¢yatkosen from data set #1 because it illustrates
the average complexity of a mined process modeleahbits specific characteristics of the un-

derlying source dat&.

Case|D Event ID Ti mestamp Acti_vity User
(Journal Entry Number) | (Posting Date) | (Transaction Code) Name

1 0050155443 2010/01/02 Post Received Goods User 6
1 0050155250 2010/02/08 Post Received Goods User 7
1 0015975223 2010/02/17 Post Received Invagice  Blser

1 0015975224 2010/02/18 Post Received Invagice  Blser

1 0015975221 2010/02/19 Post Received Invagice  Blser

1 0095348327 2010/02/20 Clear Postings User 1
1 0095348517 2010/02/21 Clear Postings User 1
1 0050157332 2010/08/16 Post Received Goods User 4
1 0015980342 2010/09/03 Post Received Invagice  Blser

1 0012490379 2010/09/04 Payment User 2
1 0007904673 2010/09/05 Post with Clearing User 1
1 0095359370 2010/09/07 Clear Postings User 1

Table 2 Example Event Log

The example is different to examples that are is@mmon accounting or accounting information eyst liter-
ature like Considine et al., (2012), Gelinas (20&#) Romney and Steinbart (2008). However, thisvgda was
deliberately chosen because it illustrates the comstructure of recorded journal entries in conterapy ERP sys-
tems.

15 The average complexity of the mined models wa$ #&nsitions per process model for data set #1liane5,

standard deviation 2.07, maximum 15, and minimurhk statistics for data sets #2 and #3 were simila
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Figure 5 illustrates the corresponding instanc@lythat can be generated by using the event log
preprocessing and case matching described earltbrsi study. The figure uses an extended ver-
sion of the Business Process Modelling NotationMBE. This illustration uses specific symbols
as introduced by Mueller-Wickop and Nuettgens (30&4 modelling financial accounts and ac-
count entries’ It provides information on the activities that wegxecuted, involved financial
accounts and posted values. The grey rectanglessesyg activities that were executed in the pro-
cess. The BPMN group symbols (dotted colorlessarggtes) represent the involved financial ac-
counts. They consist of the account name and nuatlibe top, the account symbol and credit or
debit postings. These posting are modelled as Blelslid objects (paper symbols). The color of
each of these object signifies if it is a debitoedit posting on a balance sheet (blue and yellow)
or profit and loss account (red and green).

The dotted single-headed arrows leading from ailvigcto a posting denote that the corre-
sponding activity posted a journal entry item oe ttonnected accouht.The dotted double-
headed arrows denote that an entry item was cleardle respective account by the connected
activity.!8 The value of the posted or cleared item is disglags an inscription for the correspond-

ing data object.

16 The used software implementation uses Colored Rets (CPN) as a mathematical foundation (JensedrKais-
tensen, 2009). The CPN models were manually tramsfd into BPMN models for illustration purposedtirs study.
17 These arrows represent teentains’ relationship illustrated in Figure 3.

18 These arrows represent tiolears’ relationship illustrated in Figure 3.
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Figure 5 Example Process Instance Graph

The model represents an instance of a purchasegwolt shows that three different events oc-

curred for the recording of received goods. Thesicof goods recorded by the activiypst

Received Goodwsith the event IDD050157332for example, led to journal entry items posted on

theRaw Materials Goods / Invoices ReceivadddOther Received Servicascounts. An invoice

was received for each obtained good. An additionadice processed by the activity with event

ID 0015975224vas received with no corresponding recording oéneed goods. The open items

on the related accounts were cleared by usingedeated activityClear PostingsAll received

invoices were subsequently cleared by the same g@@tynmtermediate postings were finally

shifted to the final accounts by using the actiftyst with Clearing
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The diagram provides a detailed overview of thecstire of the process instance and illustrates
information on financial accounts as well as clegrand posting relationships between account
entries and activities that are relevant to recacstthe logical order of events. It shows more
information than represented in Table 2 becausksat shows the involved entries on the financial
account®’. It also illustrates the specific characteristi€the used source data. Four different sets
of events Goods Receipt, Invoices Receipt, Clear Posjittys result in different branches relate
to a single eventRayment All of these events refer to a single executbm business process
which ends with the final shifting of account eesrifrom intermediate to final accounts. This
structure is different compared to traditional eéMegs where one event follows exactly one other
event within the same case. The source data repeesen Figure 5 shows parallelism on the
process instance level because the activities ensdparate branches were carried out inde-
pendently from each other. This phenomenon is cheniatic for financially relevant events rec-
orded in ERP systems. The observed structure fisrelift from traditional event logs but similar
constellations can also be found in very differ@mplication domains such as process mining for
knowledge sharing processes in online discussinmfs (Wang et al., 2014). It is therefore not
idiosyncratic for accounting data from ERP systems.

The next subsection analyses the results thatearergted if the traditional timestamp depend-
ent control flow inference is used to generatece@ss instance model based on the used source

data.

4.2 Temporal Order

Figure 6 shows the model that is generated if temelog from Table 2 is used as input for infer-

ring the control flow using the timestamps of eg@ffrhe mining algorithm produces an instance

1% The complete event log used to generate the niedégure 5 is included in Appendix B.
20 The model was created by using the software prpgotlescribed in this study. A semantically ideadtimodel can
also be created by using the event log from Talae ihput for the general purpose process miniagDasco (flux-

icon, 2015) as shown in Table 7 Journal Entry lfeable
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model. It includes every activity only once (comyréo the instance graph in Figure 5) and there-
fore provides a higher level of abstraction thanrtiodel represented in Figuré's.

The mined model shows a different structure thgmeeted when compared to the graph in
Figure 5Figure 5 actually shows four different branched tepresent partial execution paths of
received goods and invoices that were all paidhgydame payment run. The invoice in each
branch was received after the receipt of goodsrea@sded. We would therefore expect a process
model that shows the corresponding sequendé®st Received Goods Post Received Invoice
— Clear Postings— Payment— Post with ClearingThe model in Figure 6 instead shows many
different execution paths due to several shortdoapd a back loop from ti&ear Postingsac-

tivity to Post Received Goods

l (

1 ’
1 1 1
Post Post .
Received Invoice SN with Clearing Clear Postings O
1

Figure 6 Discovered Process Instance Model Using the Teah@nder of Events

1

Post
Received Goods

Figure 7 visualizes the reason for the differerfé&ar better comparison the graphical positioning
of the activities has been kept constant comparédgure 5. It shows the temporal dependencies
between the different events based on the recdmesdtamps. The mining algorithm infers the
control flow according to the temporal sequencewants. The everRost Received Goodgth

the event ID0050155443vas the first event that occurred at #04.0/01/02

Appendix C.

21 The model is not a process model because it dutriates the behavior of a single process ingtanc

22 A semantically identical model can be reproducgthle software Disco if all events are assignecssp activity
labels by, for example, substituting the activitpéls by a combination of activity label and euénfplease compare

Appendix D).
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Figure 7 Temporal Sequence

This event was followed yost Received Goodgth the event IID05015525@t the2010/02/08
The algorithm interprets this temporal dependewncydconstructing the control flow from event
0050155443- 0050155250This approach produces a process model that atidguilustrates
the temporal order of events. However, due to #ralfelism of events on the instance graph level,
it is questionable if the inference is useful talerstand the represented process.

4.3 Accounting Data Structure Dependent Order

The correct structure in terms of accounting lagio be modelled if the control flow is inferred
by analyzing which journal entry item was cleargdabother activity using th'elears’ depend-
ency depicted in Figure 3.
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Figure 8 Accounting Data Structure Dependency

Figure 8 provides an illustration of this approathe activityPaymentposted a credit item with
the value 0f15,029.81 ®n thelntermediate AccountThis item was cleared by the activRpst
with Clearingwith a debit posting on the same account. The adotydata structure dependent
order for these activities can therefore be derag@ayment— Post with Clearing
The accounting data structure dependencies of awvitaca can formally be expressed as
A%, (1%, 0,) (Sun and Zhao, 2013) with
I,: is the input forx
0O, is the output forr
d: denotes the type of data dependency
They can be calculated as follows:
If activity A with JournalEntryNr, € JE[JournalEntryNr] posted Item, with
JournalEntryltemNr, € JEI[JournalEntryltemNr]thenitem, € O,.
If activity B with JournalEntryNrg € JE[JournalEntryNr] cleared any posted journal entry
item then the selectigi€lz[ClearingDocNr: JournalEntryNr] # @.
If JournalEntryltemNr, € JEIg[JournalEntryltenNr] then a'clears’ relationship exists
betweenitem, and activityB. This impliesitem, € I§ and the mandatory dependency

A - B because 0, N I§ # @ with Itemy € O4 A Item, € If.
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Each mandatory dependency is represented as akanmatas shown in Figure 8 (red arrow). These
dependencies can be calculated for all recordédtées in the event log to determine the complete
accounting data structure dependent control floa pfocess instance.

It is further necessary to identify end and stades to create complete models. This is quite
trivial as start nodes can be determined by idgntf activities that do not have any mandatory
incoming dependencies and end nodes do not haveutgging mandatory dependencies:

S is the set of start nodes wiltit*"t ¢ S if {a; » ,,a***tVi}=0

E is the set of start nodes witt§"? ¢ E if { a®™ > ,a;Vi}= 0

4.4 Clearing Deadlocks

A problem arises with activities that do not pasy #&ems but only clear items posted by other
activities. This constellation occurs when the opems that were created by one activity are not
directly cleared by the activity that creates theagng items but instead by another dedicated
exclusive clearing activity which does not creatg postings itself.

An activity a is called an exclusive clearing activity jidurnalEntryNr, €
JEI[ClearingDocNr] A JournalEntryNr, & JEI[JournalEntryNr]. The resulting constella-
tion, which we call a clearing deadlock, is ill@ed in Figure 9. It shows that the open credit
posting created by the activiBost Received Goods theGoods / Invoices Receivadcount was
not directly cleared by the following activiBost Received Invoicdthough this created the cor-
responding debit posting on the same account.dddtee exclusive clearing activiGiear Post-
ingswas actually used to match the cleared and clggournal entry items. This type of constel-
lation provides additional flexibility in matchingeared and clearing postings which might ex-

plain why it occurs frequently in the used dataZet

23 Exclusive clearing activities were identified itD2 % of the instances from data set #1, 7.87 % fiata set #2
and 20.66 % from data set #3.
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Figure 9 Clearing Deadlock

Due to the fact that th€lear Postingsactivity did not create any other posted itemabeounting
data structure dependent control flow ends atatiivity and it would be defined as an end node.
This is a problem because the clearing activigaially not an end node. In reality the process
does not end before the activRpst with ClearingSuch a constellation cannot be neglected be-
cause the additional end nodes would imply inviaidrmation about the actual process structure.
This outcome can be prevented by solving identifieddlocks by using graph transformations
(Rozenberg, 1997). Clearing activities clear itdras two or more other activities. At least one
of these activities must have posted an additibea that was cleared by another activity different
from the clearing activity for a deadlock to app&therwise the clearing activity would represent

a valid end node and such a constellation wouldeatonsidered a clearing deadlock.
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Figure 10 Deadlock Resolution

Figure 10a) provides an illustration of a typicahstellation. Iltems from activitie$ andB were
cleared by the exclusive clearing activily One or more additional items from activRywere
also cleared by activit¢. Because activitl has no further outgoing control arcs it is reabtma
to assume that it is logically ordered before aigtiB and that the process continued with activity
C afterA, B andX took place. The related sub-graph can be suleditoy an amended sub-graph

as illustrated in Figure 10b).

4.5 Output of the Accounting Data Structure Dependent Sequencing

The formerly explained procedures for (1) definoapsal dependencies, (2) removing clearing
deadlocks and (3) defining start and end nodesbeacombined to produce a process instance
model. Figure 11 shows its output for the exampénelog. It visualizes the effect of the account-
ing data structure dependent control flow inferefdt¢e positioning of the activities has been kept
constant compared to Figure 5 and Figure 7. Tisg tinird and fourth branch show the control
flow sequencdPost Received Goods Post Received Invoice> Clear Postings The second
branch only consists of the sequeRast Received Invoic@ll branches follow the subsequent
sequenc@ayment— Post with Clearing

The illustrated instance therefore contains thdérobflow paths:

a: Post Received Goods Post Received Invoice Clear Postings—» Payment— Post with

Clearing

B: Post Received Invoicer Payment— Post with Clearing
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Figure 11 Accounting Data Structure Dependent Sequence

Figure 12 shows the corresponding process instaruziel. In contrast to the previous models
Figure 12 shows the complete BPMN model includimg financial accounts and journal entry
items. In comparison to the process instance gsaptvn in Figure 11 the process instance model
in Figure 12 only shows each activity type onceaAssult the different branches present in Figure
11 have been mergé8The numbers on the control flow arcs indicateftguency of how often
the represented control flow was inferred basetherdata represented by the process instance.

The aggregation that is necessary to create a $goostance model results in two additional
paths:

y: Post Received Goods Post Received Invoice Payment— Post with Clearing

6: Post Received Invoice Clear Postings— PaymenPost— with Clearing

24 For a detailed description of how the merging lbartone please refer to (Author Citation).
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Figure 12 Discovered Process Instance Model Using Accouriiag Structure Dependencies

The model in Figure 12 is less complex in termstaficture than the model in Figure 6. Both
models show the same number of activities but tbdehfrom Figure 12 shows 8 control flow
arcs (bold single headed arrows) whereas the niodejure 6 shows 11 control flow arcs.

Both approaches introduce execution paths thatanesflected in the original data. This means
that the precision of both models is not perfette Thodel in Figure 12 introduces 2 additional
execution pathg andé compared to the underlying process instance gsapkvn in Figure 5.
The model shown in Figure 7 shows exactly one pétle. model created using timestamp-based
control flow inference shown in Figure 6 shows fffedent paths’® The high number of additional
paths for the timestamp dependent control flowrgriee is due to the additional control flow arcs

and loops in the model as discussed before.

25 These numbers were calculated by counting therifit execution paths without considering the cality of the
individual control arcs.
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This subsection has summarized the method forrinfethe control flow by exploiting the
accounting data structure for recorded events eegkpted the outcome of its application by using
a single example. The following subsection focussethe complexity of the mined models and

provides a quantitative analysis for the completia dets used for this study.

4.6 Evaluation

As introduced in the introductory section this staéals with the research questions of:
(1) How an event log, created on source data from BREms by exploiting the general
structure of journal entries, can be used in ora@rfer the control flow of mined models?
(2) And how can this be done by simultaneously maintgimformation on the relationship
between business processes and the financial asGoun
The method described in the previous subsectitustrihttes how the control flow can be deter-
mined by exploiting the data structure of journatries. Figure 12 illustrates the outcome for the
example used in this study. It shows the relatignbletween the different process activities, the
financial accounts and the posted values.

The aim of the evaluation described in this seasdn provide quantitative data for the overall
data sets that served as input for this studyrderato assess if the control flow inference worked
properly for the whole data set, produced modelewested for specific model characteristics. A
model was considered as being mined correctlyréptesented the control flow and posting be-
havior according to the represented real businexseps. To assess the model correctness mined
models were tested for soundness (van der AalsStahl, 2011) by using the academic software
Renew (University of Hamburg, 2015). The testinguded the assessment of proper completion,
option to complete, absence of dead transitiors safeness for all places except account places.

The second part of the evaluation dealt with tlspéction of how the models mined by using
the accounting data structure dependent contretente method differ from models mined using
the traditional timestamp dependent control flofeiance. It is assumed that mined models using
the new method are less complex. This should bedke because the accounting data structure
dependent control flow inference prevents the geiger of loops in the process instance models
that are the results of intertwining control floafsparallel branches that are created by timestamp
dependent control flow inference.
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The data sets described in Table 1 served as fopbioth, the timestamp dependent control
flow inference and the accounting data structuygeddent control flow inference. The same al-
gorithm was used - once configured for timestampeddent inference and once configured for
accounting data structure dependent inference thievaluation to ensure the comparability of
the generated output.

The output was analyzed quantitatively in a secirgd in order to compare the complexity of
the produced models. Several metrics exist to nmedha complexity of process models (Rozinat
et al., 2008). The metristructural appropriatenesseasures the complexity of a process model
by counting the number of included tasks (Rozimat @an der Aalst, 2008%tructural precision
andstructural recallmeasure the amount of causality relations thanhaarmodel has in common
with a reference model. The metrahgplicates precisioandduplicates recalmeasure how many
duplicate tasks a mined model has in common wittference model (de Medeiros, 2006). The
metricsstructural precisionstructural recall, duplicates precisiomndduplicates recallre not
suitable for measuring the complexity in our expemtal setup because they require a reference
model for comparison. The metstructural appropriatenessnly considers the number of mod-
eled activities. Using the data dependencies a¥iies for process mining has no effect on the
number of represented activities because onlygfjgence of activities is different which is mod-
elled via control arcs. We therefore used the nurabeontrol arcs as a suitable complexity meas-
ure for the study at hand.

The analysis of the outputs revealed that a magar gf the mined models from our data sets
represent trivial process instances that consishlyfone activity. Such trivial instance models do
not differ in complexity if the temporal or accoung data structure dependent order of events is
used because the sequence is always the samieahgiactivity is involved. We therefore focused
on nontrivial models (consisting of more than faativities) and complex models (consisting of
more than seven activities) assuming that the cexityl reduction is higher for more complex

models.
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Nontrivial Models (# of Activities> 4)
Data Timestam, Accounting Data Structu A
Set # of arcs per model # of arcs per model reduction in %
mean max mean max mean max
1 9.67 43.0( 9.5¢f 21.0( 1.32 51.1¢
2 12.2¢ 194.0( 11.2¢ 125.0( 8.12 35.57
3 12.2: 158.0( 10.7( 71.0( 12.47 55.0¢

Table 3 Complexity Reduction for Nontrivial Models

Complex Models (# of Activities>7)
Data Timestam Accounting Data Structu Lo
Set # of arcs per r|nodel # of args per model reduction in %
mean max mean max mean max
1 24.8¢ 43.0( 16.3: 21.0( 34.39 51.1¢
2 23.17 194.0( 20.1¢ 125.0( 12.88 35.57
3 32.9( 158.0( 21.7( 71.0( 34.04 55.0¢

Table 4 Complexity Reduction for Complex Models

Table 3 and Table 4 summarize the evaluation $oiltthe used data sétsTable 3 shows the
mean and maximum values of control arcs represemt@ihed nontrivial models. The values are
provided in separate columns for the timestamp nlggret and the accounting data structure de-
pendent control flow inference. The columns onrghkt-hand side show the reduction in com-
plexity. The figures reveal that the average comipleeduction is modest ranging from 1.32 to
12.47 percent. Table 4 shows the results for comipistance models. The reduction is signifi-
cantly higher for complex models ranging from 12t884.04 percent. The complexity reduction
for the most complex model was 51.16 percent fta dat 1, 35.57 percent for data set 2 and 55.06
percent for data set 3.

The evaluation results confirm that the presentadrol flow method can be used to create
correct process models. These adequately modelahiteol flow that has been recorded in the
source systems by exploiting the accounting datectsire dependency between recorded events.

The mined models are significantly less compldkély are nontrivial. The model complexity can

26 A random sample consisting of 100,000 instanceswgad for data set 1 due to computational consstai
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be seen as a technical proxy for the usabilithefrhined models. Ceteris paribus process models
with a lower complexity are superior to models watlmigher complexity. Under this aspect the
evaluation results confirm that the presented cbritow method is superior to the timestamp
dependent control flow inference for the used typsource data.

However, it is questionable if a reduced model clexity is indeed an aim in itself or if it has
to be embedded into the application context. Tlesqmted type of evaluation does not assess if
the presented approach will actually add valueetd process audits carried out by external audi-
tors. This type of evaluation would require diffierevaluation methods such as field studies or
field experiments. The study at hand focusses erettaluation if the presented solutions work
properly from a technical perspective which isedamental prerequisite before they can be tested
with alternative evaluation methods such as fitldlies or experiments. This type of evaluation
is intended for future research.

Another limitation of the presented results isfie that it only refers to the data that is stored
in the SAP database tables BKPF and BSEG. This srtéanjust those events are considered that
produce entries on the general ledger balance sisestll as profit and loss accounts. Auditors
are usually also interested in process activitias do not necessarily lead to entries on the finan
cial accounts such as the creation of purchasesitiqus or orders. These can be relevant because
internal controls might be in place that ensuré ¢imy correct requisitions and orders are created
that later on in the process lead to the processirige received goods, invoices and payments.
Those events that do not create entries on thadiabaccounts are not covered by the presented

approach so far.

4.7 Integration into to the Audit Process

This subsection deals with the question of howpttesented mining and control flow inference
approach can be integrated into the existing angljfrocess. As discussed in section 3.2 the audit
process consists of different phases. Process gnaain potentially be used to improve audit pro-
cedures especially in the design and operatingtafemness testing of internal controls. Here the
auditor requires information about how businesgg@sees are supported by information systems,

how they relate to the financial accounts, and ltosy are controlled. Using process mining in
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these phases enables the auditor to get a repatilee of the relevant business processes. Relia-
bility is ensured because the designed modelsdrasetually recorded event data. This is not the
case for traditional modelling techniques thatw@sed by auditors as these primarily refer on in-
formation received in interviews or the manual Exgpon of a small number of source documents.

The suggested solution provides the advantagetttiaes not only model the control flow but
also shows the postings on the financial accoumtieaonstrated in Figure 12. This information
can be used to assess which processes are matetialhich are not. The advantage of the pro-
posed solution is the fact that the mined modetsvstine structure of the underlying processes
correctly from an accounting perspective and thay are less complex.

Table 1 shows the number of mined process instaara@process models for the used evalua-
tion data sets. The study at hand focusses onrtloegs instance level. In (Author Citation) it is
shown how these can be merged to perfectly fiting highly precise process models. The used
mining algorithm merges such process instancesstiay exactly the same control flow. The
generated models differ from the individual processance models because the process models
represent the posting volume of all representedga®instances.

The resulting number of process models may s#ihvs® be high for audit purposes. However,
when analyzing the mined process models derived ftata set #1 it turns out that a significant
number of process models just represent trivialeny infrequent process variants. Of the overall
841 process models in data set #1 145 represeiall process instances consisting of only one or
two activities. Of the remaining process model, $i8cess models represent just one process
instance. These are very infrequent process varidast 17 from the 841 process models actually
represent non-trivial processes with more thania®@nces. These are the models that are partic-
ularly interesting from a process audit perspective

In the overall audit process the proposed miningr@gch could be used to first receive an
overview of the processes that exist in an orgaiozaand how these relate to the financial ac-
counts. The generated models can be used as amaddinformation source, to confirm man-
agement expectations about how processes arewstdcnd to plan and to carry out the design
and operating effectiveness testing of internaltrmd® The auditor can identify those business
processes that represent a material number of gga@escutions and postings on the financial
accounts. These can then be tested by assessangaintontrols relevant for these processes.
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Those processes that are trivial or infrequentréptesent material postings (outliers) can be in-
spected via targeted testing. Trivial and infredu@ocess instances that are not material can be
tested via statistical sampling.

The approach presented in this study aims to desgorocesses in an organization and to pro-
vide information of how these relate to the finah@ccounts. Models as shown in Figure 12 il-
lustrate how processes are structured from an atoguperspective and how they relate to the
financial accounts. This is a valuable informatiluring the audit process according to empirical
studies (Muller-Wickop et al., 2013). However, & current state the presented solutions are not
designed to automate the testing itself. The ptesleaccounting structure dependent control flow
inference is useful to model correct process motlels shows the structure of the underlying
processes from an accounting perspective. Howdvisrcan just be seen as a step towards the
automation of process audits and it does not analWeuestions that are relevant during such
audits. For example, the presented approach usegdatia dependencies inherent to accounting
entries to infer the control flow. The time pergpexis therefore neglected. During the operating
effectiveness testing of internal controls it migetimportant to know if a certain time sequence
of events was followed or not. If, for examplej@avoice was received and paid before the received
goods were recorded this might be an indicatiom abmpliance violation, or it could just be
attributable to the specific characteristics of ittepected process. In order to assess if violation
have actually occurred additional analyses areireduThese could include the analysis of time
sequence anomalies, violations of segregation tiéslor social network analyses.

The presented approach focusses on the discovehe girocess models by incorporating the
information needs of external auditors and the ifpexharacteristics of the available source data.
The manual information gathering and modelling eievant business processes uses a large
amount of audit resources in current audits. Autorgahese procedures would set free resources
that could then be spent on the actual testingedd processes and improve the effectiveness and
efficiency of process audits. Solutions that autieniae conformance and compliance checking of

mined models itself have to be covered in futuseagech.
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5 Conclusion and Outlook

External auditors face new challenges with the orggmtegration of information technology for
the processing of business transactions. This stueistigates how process mining can be used
to improve process audits that are an importartgidmancial audits. It focusses on source data
from ERP systems and investigates how this databeansed in a novel way to produce less
complex process models that provide accurate irdtam on the control flow from an accounting
perspective.

Traditional process mining algorithms use the tolependencies between recorded events in
order to infer the control flow. These are notahii¢ for financially relevant data recorded in ERP
systems where recorded events are not yet matohmsés and where these cases are non-linear.
This study introduces a novel method to exploit diceounting data structure dependencies of
recorded events rather than the temporal ordenfeiring the control flow. The evaluation shows
that sound process models can be generated watlapproach that are less complex compared to
those produced by timestamp dependent control ifhdsvence.

The provided solution can potentially be employeéinancial audits to provide external audi-
tors information about relevant business procesestively and efficiently. Its application would
contribute to the reduction of the current imbatabetween automated transaction processing of
large data sets on the companies’ and manual pratiedures on the auditors’ side. It would set
free audit resources that are currently spent @mumenting standard business processes and re-
lated internal controls. These would then be abeléor the actual audit of the processes and of
non-standard transactions which commonly exhibigaer audit risk. This should lead to overall
improved financial statement audits.

The presented method has been evaluated by udieigsese real world data that was provided
by companies operating in different industrieshaligh the data sets are extensive they only in-
cluded event data from SAP systems. It can thezafot be concluded that the results are also
valid for other ERP systems. However, due to tieetfaat the chosen methods exploit the generic
structure of accounting entries which need to hgpstted by all information systems used for
accounting it is very likely that they are also laggble for other systems. The evaluation demon-

strated that the designed methods work correcttiyantieved a significant reduction of model
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complexity. However, it did not provide informatiagithe presented solutions will also be ac-
cepted and are useful in real world organizatise#tings. Additional research in the form of field
studies or experiments will be conducted in fut@search to address this aspect.

Scholars and professionals have pointed out thati¢écessary to integrate research related to
information systems for accounting and auditingppses to keep pace with the technological
progress (AAA/AICPA, 2012; Debreceny and Curtisl20 The research results presented in this
study are a step towards the development of competeprocess audit procedures. Forthcoming
research will deal with the question of how tratieamal data like journal entries can be combined
with control-related data from ERP systems in otddrse able to assess in an automated manner
if a specific business process was well-controiedot. This will enable auditors to rely on the
control mechanisms that are implemented in oparatinformation systems and to get audit com-
fort about relevant business processes by usirgraaied audit procedures.

This study focusses on the application domainrdricial audits. It demonstrates how infor-
mation on the structure of accounting data candee to infer the control flow in process models.
Similar requirements also exist in other applicatszcenarios. Wang et al. (2014), for example,
faced difficulties in using traditional process mig algorithms for mining knowledge sharing
processes in online discussion forums becausenaiicency of events in process instances. Using
an alternative control flow inference approach bgsidering domain specific data dependencies

might also improve mining results in similar applion scenarios.
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Appendix A

CaselID Event ID Timestamp Activity
1.1 0050155443 2010/01/02 Post Received Goodsg
1.1 0015975221 2010/02/19 Post Received Invoice
1.1 0095348517 2010/02/21 Clear Postings
1.1 0012490379 2010/09/04 Payment
1.1 0007904673 2010/09/05 Post with Clearing
1.2 0050155250 2010/02/08 Post Received Goodsg
1.2 0015975223 2010/02/17 Post Received Invoice
1.2 0095348327 2010/02/20 Clear Postings
1.2 0012490379 2010/09/04 Payment
1.2 0007904673 2010/09/05 Post with Clearing
1.3 0015975224 2010/02/18 Post Received Invoice
1.3 0012490379 2010/09/04 Payment
1.3 0007904673 2010/09/05 Post with Clearing
1.4 0050157332 2010/08/16 Post Received Goods
1.4 0015980342 2010/09/03 Post Received Invoice
1.4 0095359370 2010/09/07 Clear Postings
1.4 0012490379 2010/09/04 Payment
1.4 0007904673 2010/09/05 Post with Clearing

Table 5 Adjusted Preprocessed Event Log

Table 5 shows the results when the example praostance shown in Figure 5 is preprocessed

by using the algorithm introduced by Miller-Wickapd Schultz (2013). Figure 13 illustrates the

model mined by the general purpose process mirfigriare Disco (fluxicon, 2015) if the event

log from Table 5 is used as input. The preprocegssirihe event logs multiplies several activities

in the model. The data perspective is neglected.
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Post Received Invoice
4

Clear Postings
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Payment
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Post with Clearing
4

Figure 13 Mined Disco Model for Preprocessed Event Log
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Appendix B

Table 6 and Table 7 show the complete event lothiprocess instance shown in Figure 5. This
event log is the output of the method describe@Gkirke and Muller-Wickop (2010) which is
formalized in section 3.5.

Case ID Jou:r;:ILEI\:\;;er TransactionCode (TCODE) l:'jiw:;;a PostingDate (BUDAT)
1 0050155443 MBO1 (Post Received Goods) User 6 20100102
1 0050155250 MBO1 (Post Received Goods) User 7 20100208
1 0015975223 MIRO (Post Received Invoice) User 5 20100217
1 0015975224 MIRO (Post Received Invoice) User 5 20100218
1 0015975221 MIRO (Post Received Invoice) User 5 20100219
1 0095348327 FB1S (Clear Postings) User1 20100220
1 0095348517 FB1S (Clear Postings) User 1 20100221
1 0050157332 MBO1 (Post Received Goods) User 4 20100816
1 0015980342 MIRO (Post Received Invoice) User 3 20100903
1 0012490379 F110 (Payment) User 2 20100904
1 0007904673 FBOS (Post with Clearing) User 1 20100905
1 0095359370 FB1S (Clear Postings) User 1 20100907
Table 6 Journal Entry Table
Case | JournalEntryNr | JournalEntry- | ClearingDocNr Amount Account Cr;::i(t) r
ID (BELNR) ItemNr (BUZEI) (AUGBL) (DMBTR) (HKONT) (SHKZG)
1 0007904673 1 15,062.42 € | 0001900111 H
1 0007904673 2 15.14 € | 0005004040 S
1 0007904673 3 15,029.81 € | 0001900113 S
1 0007904673 4 17.47 € | 0005035200 S
1 0012490379 1 15,029.81 € | 0002811000 S
1 0012490379 2 0007904673 | 15,029.81 € | 0001900113 H
1 0050155250 1 8,918.00 € | 0001400100 S
1 0050155250 2 0095348327 9,411.94 € | 0002810200 H
1 0050155250 3 493.94 € | 0004000070 S
1 0050155443 1 4,233.00 € | 0001400100 S
1 0050155443 2 0095348517 4,529.11 € | 0002810200 H
1 0050155443 3 296.11 € | 0004000070 S
1 0050157332 1 846.60 € | 0001400100 S
1 0050157332 2 0095359370 914.68 € | 0002810200 H
1 0050157332 3 68.08 € | 0004000070 S
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1 0015975221 1 0012490379 4,586.87 € | 0002811000 H
1 0015975221 2 0095348517 4,529.11 € | 0002810200 S
1 0015975221 3 57.76 € | 0004000070 S
1 0015975223 1 0012490379 8,373.26 € | 0002811000 H
1 0015975223 2 0095348327 9,411.94 € | 0002810200 S
1 0015975223 3 1,038.68 € | 0004000070 H
1 0015975224 1 0012490379 1,158.69 € | 0002811000 H
1 0015975224 2 1,158.69 € | 0004000070 S
1 0015980342 1 0012490379 910.99 € | 0002811000 H
1 0015980342 2 0095359370 914.68 € | 0002810200 S
1 0015980342 3 3.69 € | 0004000070 H
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Appendix C

Figure 14 shows the process instance model crégteding the event log from Table 2 as input
for the general purpose process mining tool Diflexi€on, 2015). It is semantically identical to
the model shown in Figure 6.

Post received Invoice
4

Figure 14 Disco Process Instance Model for Timestamp-basedr@ld-low Inference
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Appendix D

Figure 15 shows the instance graph model for theng¥e process instance which can be generated
by using the Disco software. To produce this typenodel the TransactionCode and Journal-
EntryNr from Table 6 where merged in order to aemtunique activity name for each recorded
event. The created model is semantically identa#he one shown in Figure 7.

@

MBO1 (Post Received Goods) 50155443

MBO1 (Post Received Goods) 50155250

MIRO (Post R
FB1S (Cle:
FB1S (Cle:

MBO1 (Post Receive

FBO5 (Post with Clearing) 7904673
1

FB1S (Clear Postings) 95359370

®

Figure 15 Disco Process Instance Graph Model for Timestanged&ontrol Flow Inference
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