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This paper reports on rescarch designed to provide insights into the
relationships between different information structures, deeision approaches
of decision makers and learning puatterns. The motivation for the study
arose from the work done previously by Mock [16]. i

This section of this paper summarizes the research findings from {16,
and develops a motivation for investigating the additional decision-informa-
tion variables. Some research findings regarding these variables are then
summarized, followed by a discussion of the results of this study.

The Information Structure Lxperiments

A set of controlled laboratory experiments were conducted in 1968 with
the objective of generating cmpirical evidence as to the relation between
information, information value, uud decision. In these experiments, busi-
nessmen and student subjects reached a set of micro-economic business
decisions for 15 decision periods.

During each period, information about the problem was presented to the
subjects according to two different information structures. Information
structure 1 (/y) communicated real time information about the decision
environment whereas a second information structure (7»2) presented lagged
information reflective of the previous period. The underlying decision
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model, though complex, could be optimized, so that within the context of

the model, normative analysis would be possible.! Briefly, the following

results were generated:

(1) The empirical value of more timely information wuas significantly
greater than the expected theoretical value calculated according to
the principles of information economics, given a one-period decision
horizon. This result held for the decision-maker’s ability both to
minimize costs and to maximize profits.

(2) Behavioral factors seemed to contribute to this difference.

(3) For the decision model used, the more simple of the theorctical profit
maximizing decision rules were empirically supported.

(4) Both satisficing and optimizing behavior was observed.

(5) Learning was cvident in early decisions.

Datu supporting these inferences were presented [16], but other interest-
ing avenues of inquiry were not developed. For instance, in their discus-
sions of the experiments, both Jepsen (7] and Uretsky [22] were concerned
with the role of learning in the sequential decision setting and with the
individual difierences that each decision-maker brought to the experiment.
Individual decision-maker differences would include the approach that
each manager utilized in his decision process.

In terms of learning, Uretsky [22, p. 163) commented: “How was the
rate of learning influenced by perceived performance and payofis? Was the
rate of learning different under the two different information structures?
Did the rate of learning vary between groups with different backgrounds
or orientation?”

With respect to the two underlying information structures I, and /s,
Jensen [7, p. 178) commented, “Also, it would have been interesting to see
the data on how long I, and I, individuals spent playing the game.” Pre-
sumubly Jensen is alluding to the possibility that different learning pat-
terns would be reflected in the decision times of cach group of decision-
makers.

Since pilot studies bad indicated the potential significance of some of the
factors such as those suggested by Jensen and Uretsky, relevant data on
these were collected during the original experiment. This paper reports on
the findings regarding decision approach, information structure, and learu-
ing.

Learning, Decision Approach, and Information
Structurc Effects

At this point, it is useful to discuss some previous research that has con-
cerned itself with these topics and to develop more concise definitions. As

! A mathematical description of the underlying decision model is given in Appendix
A. The reader should consult [16] for further details and in particular the methods
used to calculate optional decisions and used to cstimate the expected and observed
value of more timely information.
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a point of reference, consider Table 1. The factors in the decision-informa-
tion process stressed here are decision approach (heuristic versus analytic
approaches) and information structure. These variables will be evaluated
in terms of their effects upon average decision performance and upon
changes in performance over time (learning). As the following discussions
indicate, differences in decision approach and in available information can
be expected to result in differences in performance and in rates of changes
of performance.

DECISION APPROACH

To predict the impact of information on decision-making and to design
an cflicient information system, assumptions must be made as to the ap-
proach the manager takes in reaching a decision. A mujor problem in de-
veloping a theory of human problem solving is that there are different
effects resulting from similar informationul input streams due to what might
be termed “structural variubles’ in the mental organization of the de-
cision-maker.

“Structural variables"” provide u metric for the way a person combines informa-

tion perceived from the outside world as well as internally generated informa-

tion for adaptive purposes ... like a program or set of rules which combines
these items of information in specific ways. . .. For example, two persons may
reach the same conclusion in a situation . .. but if the conclusion or judgment

was reached by different thought processes ... then very different adaptive
cousequences would be expected to follow. [18, p. 4]

This dimension of problem solving has been the subject of a number of
recent studies {6, 7, 14, 15, 18, 21]. In general, the concept we called the
decision approach is referred to in these studies as cognitive or management

TABLE 1
Main Variables to Be Considered
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« Indicates u relationship discussed in [16).
— indicates a relationship discussed in this paper,
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stvle. Specific definitions of these terms may vary. However, common to all
of these studies is the recognition that the same information is processed
differently by different decision-makers and that this difference in informa-
tion processing affects the decision outcomes or actions taken.

One of the most common or persistent categories of cognitive style re-
volves around those decision-makers who use formal, rational analysis and
take studied action versus those decision-makers who use ad hoc or trial
and error analysis and spontancous action. For example, Mathes [13] di-
chotomizes people into (1) D—people who are managerial or action people
and who base their primary analvsis on differences or changes in the situa-
tion and (2) S—people who are scientific or thinking people and form their
judgments on the similarities they find in comparing situations or objects.
Similarly, McKenney [14] spreads individuals along his “uppraisal axis’ as
tending toward being cither systematic (those individuals who «xplicitly
develop plans to acquire and process their information) or intuitive (who
are unaware of the concepts on which they rely or care little how they
develop an information processing plan). However, McIKcnney states:

Most individuals would seem to have the capacity to unalyze situations in all

modes of behavior. However, past processes, training sud individual tendencies

would indicate that most individusls have a propensity or habit of analyzing

tasks for which they have a normal professiona! role, in one mode or the other. . . .

[14, p. 13)

In other words, people who characteristically or spontancously use an
intuitive approach to problems are also capable of being systematic,

In this paper, we adopt a dichotomous classification of decision-makers
based on the termsand meanings used by Huysmans {6). Huysmans classifies
operations research-like decision-makers as analyties who reduce problem
situations to a core set of underlying causal relationships and base their
decisions on u rational analysis of an explicit, often quantitative, model of
the problem situation. In contrast, heuristics or managerial types, operate
via common sense, intuition, and unquantified feelings of future develop-
ments and consider the totality of the situation as an organic whole rather
than as built up from clearly identifiable parts.

Thus the heuristic (H) decision approach is characterized by trial and
error, ad hoc sensitivity analysis, muddling-through (8], und satisficing
behavior [10]. In contrast, an analytic (A) approach emphasizes model
building, mathematical analysis, and optimization. According to profiles
evident in the questionnaire responses (see Appendix C), 21 subjects were
classified as heuristics, 19 as analytics, and 25 were indeterminable. Unless
a profile was clearly of one class, the subject was considered indeterminable.

INFORMATION STRUCTURE

An information structure can be defined as a specified set of rules which
determine data collection, measurement, processing, and transmission.
Alternative information structures can be compured by varying these rules
to produce differences in the timing, degree of detail, or format of a com-
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munication. From the standpoint of information systems design, differences
in information structures are of interest only il they are expected 1o affect
Jdecisions or to result in differential costs. A common way of viewing the
possible impact of various messages is in terms of the decision-maker’s un-
certainty regarding the probable occurrences of states of the world? If
adTerent informution structures lead to difierent degrees of uncertuinty
about states of the world that are relevant, the value of such informution
differences are worthy of study. Thus a part of the analysis in this puper
focuses on the relationship between information structure snd decision
time. M an informution structure lewds to less deeision uueertainty, then
possibly ceonomies in decision time exist under that information system.

LEAKRNING

In the two previous sectious, differences in infurmation and in decision
approach were regarded as explanatory (causal) variables in u decision-
making situation (such as a business game). However the cffeets of differ-
ences in information and decision approach do not remain static over time.
Rather they change as the decision-maker udapts to the information stream
and the situation it deseribes. Such an adaptive process is called learning.
Busically, there are two types of definitions of learning—fuctual and the-
oretieal definitions:

As regurds the factusl definitions, there has shvays been genernl agreement

amony muthorities on the subject that learning refers to u more or less permunent

change in behavior which oceurs as u result of praetice, . .. Avother, different,
iden which oceurs quite frequently in theoretienl definitions of learning treats

the phenvmenon us one closely related to pereeption wnd defines itin werms of a

reorganization of the perceptual, peychological, or behaviorn] world of the

learner. ... {13]

Although o theoretical definition of Jearning might be more useful in
understanding the effeets of cognitive style on decizlon, its measurement
was not possible with the data generated during the experiment. Therelore,
a factual definition was chosen which measures learning operationally in
terms of chunges (improvements) in performanee, as indieated in Table 1.
More specifically, learning will refer to changes in choice beliavior, being
measured both by changes in the length of time u subject takies to muke n
choiee, and by increases in profits or decrenses in costs associnted with his
decision choice (ceteris puribus).

Hupotheses, Experimental Nctting, and Controls
HYPOTHESES

As discussed carlier, the relationships between decision time, decision
approach, information structure, vaulue of information, and learning are of
? For example, Murschak [12], Felthum (3], Feltham and Dewmski 4],

! Decision time is defined to be the time interval hetween euch perivd's decision
implementation. (Feedback was immediate.)



102 beode MUUK, 1L L Lty AND ML AL VAsSARHLLYL
TABLE 2
Summary of Ifypotheses
Explanatory variables Main hypotheses

[
] 1. Decision payoff dif-  Il: #(4) — 5(H) > 0
! ferences (profit = = i e(A) — e(H) <0
l und input cost = ¢) _ _

Decision approach: l 2, Decision time (T) ;: 'I_'(A) - 'I'_(_II) > 0 (initially)
Heuristic (/) He: 7(4) — T'(l) < 0 (subse-
Apalytic (4) ! quently)

3. Learning patterus He:ala(A)/=2 (1)) = alxdl)/
(changes, A, in = z* (1))
@ and T) He: A7) > AT ) Gnitially)
i 1. Decision puyoff  dif- H;:x2(4) — s > 0
Iuformation struc- { fu}'unces. . H,: E—“‘) - Eil,) <0
Lure: "2, Decision time differ- He: T() — T(1) < 0
teal time (/) anees ,
L:L:'cd R ! '3, Leurning patterns Hyo: al#(d)/=2(1)] =
gred {4 | AlzU/r U]
)

Uy aT() = AT(1,) (nitially)

optimal values.
= nveruge values.

Thus for each subject elass K: §(K) = average input costs, T(K) = averuge de-
cision time, #(K) = average profits, =*(K) = optimal profits, (K} + =°(K) = relu-
tive profits earned, I, = information structure j.

n

main concern. Table 2 ineludes a summary of the hypotheses and develops
the notation for subsequent diseussion. Lach set of related hiypotheses is
discussed in turn.

Hy and 1y 2 Pagoff Differences Related to Decision Approach. The first
hypotheses essentially imply that decision-makers classified as analyties
will outperform decision-makers who rely upon heuristic deeision strategies
both in terms of profits (I1,) and input cost (112). The main reasons sup-
porting such hypotheses stem from the very nature of the decision problem
which in essence could be struetured as an analyticul model that could be
muthematically optimized. The analytical approach can be expected to be
more effective for such a problem. Some readers of the previous research
paper [16] felt that the model may have been testing analytical skill of
decision-makers and that this may have had a biasing cffect upon results
attributed to differences in information structure. The effeet of these vari-
ables is therefore of interest and is constdered in this paper.

Hs and H,: Decision Time Differences Related to Decision Approach.
Hypotheses 3 and 4 imply that (per period) average decision time for una-
Iyties is expected to exceed that of heuristies in the initial decision periods
and vice versa for later decision periods. The rationale underlying these
propositions is tied to the basie ways in which analytics and heuristics are
perceived to approach decisions. The unalytic approach incorporates to a
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greater degree search, model determination, model analysis (optimization),
and the incorporation of feedback und lustnnc.:l data into these processes.
Fieed with a new problem, we would expect such analyses initially to be
quite time-consuming, especially when compared with a heuristic approach
whichi incorporates trial and error and relies upon feedback as to the effec-
tiveness of alternative decision strategies. By his very nature, a heuristic
is expeeted to learn from action rather than analysis. Given the analytieal
nature of the decision problem, we would expect these relationships to
reverse in luter periods as analytics realize relatively greater economies in
decision times (I14).

Il and ¢ : Rates of Learning ilctated to Decision Approach. Although
learning patterns can be expected in most sequential decision experiments,
we have no reason to believe that rates of learning, measured in terms of
performance change (relative performance improvement from one period
1o the next), can be expected to be significantly different between heuristics
and analytics.

Hi: ala(A)/=*(D)] = alz(])/=*(I)]

whiere
#( )/x* = ratio of actual profits and optimal profits
A = change from one period to the next
r*(I)} = optimal attainable profits under the appropriate information

structure.
Observe that the ratio of attained profits over optimal profits possible is
taken to measure performance. The main reason for the utilization of this
ratio is that the eyelical nature of the economic parameters of the model
influenced the level of obtainable profits. Standardizing the attained profits
by optimal profits eliminates these evelicul factors,

However, if learning is measured in terms of efficiencies in decision time
it follows that: (Hg) in initial periods rates of change in decision time of
analyties will exceed that of heuristies.* This, of course, is consistent with
Hy and i and their arguments.

Hy and Hg : Value of Information Structure. These hypotheses are derived
from the expected value of the more timely information available under
I . As shown in {16), the evidenee supports these hypotheses and indeed
supports the contention that the value of information was significantly
greater than theoretically predicted. As these questions were discussed in
detail in [16], they will not be considered any further here except to the
extent that the results of this paper affeet previous inferences.

Hy, I and Hyy : Decision Time Differences and Learning Relaled to
Information Structure. As pointed out carlier, differences in information
can be expected to aflect decision time. Specifically, under conditions of
less uncertainty provided by real time information, average decision time

¢ For decision times, learning rates arc negative; lhus only in absclute value terms
can this hypothesis be expected to hold.
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is postulated to be less than under situations of greater uncertainty (/).
This is the essence of 1ls, which points to two types of efliciencies that
can be expeeted under information structure Iy : profit performance and
decision time.

Consistent with the arguments in the discussions of g, Hye indicates
that although performance efficiencies are expected under 7y, there is no
a priori reason to expect differences in learning rites as measured by changes
in relative profit performance. Thus 11, predicts a constant. profit learning
rate for subjeets elassified in terms of I, and 1.

Hy, considers learning in terms of ineremental decision times and hy-
pothesizes that decision-maikers with more timely information (I,) will not
exhibit signifieantly different learning rates than subjects operating with
I, information, although there is some reason to expect that Iz learning
rates will exeeed those of 71 subjects.

EXPERIMENTAL SETTING AND CONTROLS

The data collected to test the above hiypotheses were ablained in a set
of business game experiments deseribed in detail in [16) and summarized
here. These experiments are high in terms of internal validity (control) so
that any inferences apply strictly to decision and information differences
in a particular business game.

The experiment was taken by 25 businessmen and 47 students whoe were
asked to reach business-type decisions coneerning produetion input guanti-
ties, advertising levels, and total production quantities for 15 decision
periods. The experimental controls ean be summarized as follows

Briefly, cach subject, after receiving a set of written instructions, was placed
in a soundproof cubicle. The cubicle contained pencil and pzper for simple calcu-
Intions and a teletype. The teletype was the muain communication and control
device through which the subject input decisions and through which a!l informa-
tion nnd feedback was communicated to him. The data colleeted in post-mortem
questionnaires and through observation confirms the suceess of the control de-
sign, especially in 1erms of the motivation provided by monetary payoffs and
the interest and challenge inherent in the deeision problem. |16, p. 127)

In this environment, decisions were mainly dependent upon a set of
exogenous price and demand factors which were communicated to the sub-
jeet with differing degrees of uncertainty depending on the informatior
strueture. Feedback was communicated in theform of accounting financinl
statements.

Statistical Tests and Fesulls

The sample population can be partitioned according to information
structure and decision approach.® The sample is shown in Tuble 3 accord-

* This hypothesis is not valid in general, but in this decision environment uncer-
tainty necessitates the development of predictions which can be expeeted 1o require
decision time.

¢ See Appendix C.
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TABLE 3
Sample Sizcs
| . .
Information Information
system | system 2° Touls
Anaslytic decision-makers 12 7 19
Heuristic decision-mukers | 11 10 21
Otlier decision-makers 14 11 25
Totals 37 28 65

ing to subject size. The obscrvations consisted of 15 decisions and their
results for cach subject.

The tests used parametric normal statisties, and their validity depends
upon whether the assumptions underlying this class of statistics hold. An
attempt has been made to consider such specification problems and they
are discussed where appropriate.” Most of the hypotheses und their tests
concern differences among average behavior. Thus, while sample sizes
tend to be smull, the Central Limit Theorem still applies. Also, descriptive
statistical analysis of the underlyving data did not contradict basic normal-
ity assumptions.

A summuary of hyvpothesis tests is given in Table 4. Statisticul tests on
the null hy pothesis of no significant difference have been constructed where
rejection of the null hypothesis usually indicates evidence for the aceeptance
of our main hypothesis. Fach class of hypotheses will be discussed aceord-
ing to (1) profit or cost performance differences, (2) decision time differ-
ences, or (3) differences in learning rates measured in terms of profits and
decision times. Basie figures depict the essential relationships tested. Sup-
porting tables arce presented in Appendix B,

PROFIT AND COST PERFORMANCE FOR ANALYTICS AND
HEURISTICS (H; AND Ha)

Given the nature of the decision problem underlying the experiments,
analytic decision-makers can be expeeted to outperform heuristies both in
terms of profits attained and input costs incurred. In Figure 1 differences

? Of particular concern in time series data is correlation of the data over time,
heteroscedasticity, and normality.
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TABLE 4
Summary of Hypothesis Tests

Deci- . Main
A tor F Null .
- 8190 statistics hypothesi bypotbesis
Main hypotheses p:g::ds under aull reyj’:coxed or '"gm';:d
sidered bypothesis accepted supported

H,: Analytics cun be expected to | 4-15 ] ( = 1.95 Rejected H, sup-
outperiorm heuristics in terms (a = .025) ported
of profits

H;: Analytics can beexpectedto | 4-15 | t = —4.26 Rejected H, sup-
outperform heuristies in terms (a = .025) ported
of input cost minimization

1: Tuitinlly, unalytics are ex- | 2-8 { = 1.86 Rejeeted H, sup-
pected to require additional (« = .05) ported
decision time

H.: During latter periods, aus- , 9-15 | ¢ = .31 Accepted He not sup-
lytics are expected to require ported
less decision time

Iy: Rates of learning measured | 4-15 | F = 1.8 Regressions H,; sup-
in terms of profit improvement (analytics) were not sig- ported
are not expected to differ be- F = .006 nificant,
tween analyties and heuristies (heuristics) Therefore no

learning was
evident.

H,: Rate of learning measuredin | 2-9 | F = —,0031 Accepted 114 not sup-
terms of economics in decision ported
time are initially expected to
bie lnrger for analytics

1H,: I, subjects are cxpected to [ 2-15 ) ( = 1.89 Rejected I, not sup-
require less decision time (e = .025) ported

H,e: No significant learning dif- | 4-15 | F = .08 Regressions Hyo sup-
ferences are expected between (1)) were not sig- ported
1, and 1, subjects when learn- F = 008 nifieant,
ing is measured in terms of (7s) Therefore no .
changes in profits. learning was

cvident.

H,,: No significant learning dif- | 2-90 | F = — 0014 Accepted H,, sup-

ferences ure expected between ported

1, and 7, subjects when learn-
ing is measured in terms of
rate of decrease in decision
time
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FiG. 1. Differences in Average Profits Autained for Analytics and Ueuristics (4
and H, Hypothesis 1)

in average profits (#(4) — #(Il)) have been plotted. Support for 1, is
evident since for each period except 5 and 6 the difference is nonnegative.

A t-test of the differcnces permits us to reject the assumption that they
were insignificant at the .025 level. This test ulso supports H, .2

In Figure 2, differences in the input costs incurred are plotted (6(4) —
¢(H)). Except for period 3, average input costs of heuristic decision-makers
exceeded that of analyties. A t-test ulso indicated that these differences
are significantly different from zero, thus supporting H. .°

From the standpoint of information svstem design and decision theory,
evidence indicating possible significance of decision approach raises several
questions for future explorution. For instance, are there alternative feed-
back schemes that are more appropriate for each class of decision-maker?
How does decision approach affect the expected value of changes in the
information systems? %

§ These tests excluded the initial three periods where pilat studies had indicated
that significant learning would occur and thus initial differentisl learning rates could
not affect these tests.

¢ The hypotheses I1, and Hy are related but are not identical. Profit maximization
(H,) was a considerably more difficult decision problem than cost minimization (Hy).
Thus while we would expect consistency between H, and H;, it is not necessary,

10 The intergroup characteristics of these data are being investigated. In [16),
significant differences in cost and profit performance between I, and I, decision-
makers were observed.
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Fia. 2. Differences in Average Costs Between Anslyties and Heuristics (Hypothe-
sis 2)

INTERGROUP DIFFERENCES IN TIME TAKEN TO REACH
DECISIONS (N3, Hy, Hy)

As was argued earlier, problem unalysis, and thus decision time, can be
expected to vary umong subject groups. When considering decision ap-
proach, analytics were predicted to utilize more decision time than heuristics
in the initial periods (I13), and viee versa for later or subsequent periods
(H.). As a rule-of-thumb, split lilves were taken, so initial applied to
perinds 2-S and subsequent to periods 9-15.4 The differences in decision
times (4 2nd HY are platted 1 Figure 3. This Figure shows that sualytices
did indeed utilize more time in periods 2 through S, whereas in the later
perinds the total difficrence seems small, The ¢-tests on these differences
indicated they were eignificant in the case of Hy |, but not for H,.

I'rom the TFigures, observe that results would not be affected by chang-
ing the split by one period in cither direction. Also, the variation of the
differences (measured in absolute minutes) is clearly less in the later time
span. This is a result of learning which will be discussed later. When con-
sidered jointly with the inferences on H, and H:, these results show that

M Accurate decision tiwnes for period 1 were not available.
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F16. 3. Plot of the Diffierences in the Decision Times Between Analytics and Heu-
ristics for Each Period (Hypotheses 3 and 4)

analytics performed better in terms of payoffs, but at a cost of higher de-
cision times. This would suggest the need for a joint measure of perform-
ance, say profits minus decision time, but a satisfactory trade-off measure
was not found.

Decision times were also related to the informatien structure available
to the decision-maker. In Figure 4, differences (T'(Zy) — T'([2)) in these
times are plotted for /, and I, subjeets.

H, predicts that decisions reachied under information structure Iy could
be expected to be made more rapidly than those reached under 1, . There-
fore these differences ure expeeted 1o be negative. However, the data in
Figure 4 show that these differences tended to be positive. Indeed, a t-test
shows them to be significantly different from zero in the positive direction.
Thus 1, iz rejected. This result tends to increase the uncertuinty as to the
cause for the superior performance obscrved of I, subjects in [16]. The data
show again that I, participants received more valuable information, but -
required a longer decision period.

DIFFERENCES IN LEARNING MEASURED IN RATES OF CHANGE
IN RELATIVE PROFIT PERFORMANCE (lls AND Hm)

The measure of learning was based on changes in performance over time,
where performance is measured first in termns of profits (Hs and Hjp) and
then by decision times (Hg and H,,). These differences are plotted in Fig-
ures 5 und 6. Relative profits are percentages of actual profits to optimal
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Fia. 4. Plot of the Differences in Average Decision Times Between Subjects Oper-
ating under I, and [, Information for Each Period

profits achievable,!? and are used to neutralize any cyclical effects of the
market.

Periods 1, 2 and 3 in the experiments were set aside as learning periods
with the subjects recciving a message to this fact at the end of period 3.
If learning curves were linear, then differences in rates of learning would
result in differences in the slopes of the learning curves. Clearly, learning
did occur in the initial three periods with little subsequent change in rela-
tive profits in the following 12 periods. In fact, the slope (8 cocflicients) of
the regression lines plotted for periods 4-15 are nearly horizontal as they
ranged from .8 to —.03 but were all statstically insignificant. These data
tend to support Hg and Hyp in {hat no learning was observed for either
partition of subjects.’® Although the information differences in these ex-
periments did not result in different learning rates, information structures
differing in feedback characteristics may be expeeted to lead to learning
differences.*

1 See [16].

1* Attempts to transform these data for periods 1-15 logarithmically or exponen-
tially into (approximately) linear forms were not successful, so the observed patterns
did not fit the traditional forms.

1 The value of information in learning is discussed in Mock [17). Information
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F16. 5. Plot by Decision Period of: Average Relative Profits for Analytics (0)
Average Relative Profits for Heuristics (s)

LEARNING DIFFERENCES MEASURED IN RATE OF CHANGE IN
DECISION TIME (Hg¢ AND Hyp).

Recall that, learning rates in terms of decision time taken should be
greater (though negative) initially for analytics versus heuristics and for
I, and I, subjects.

The average decision times are plotted in Figures 7-10 both in terms of
minutes and their logarithms. A clear learning pattern is evident in each
chart, with the pattern made more linear by the logarithmic transformation.

Using linear regression analysis, rates of learning (slopes) were estimated
for the initial split-half periods. The results are shown in Table 5. The F
statistics indicate that the coefficients were not significantly different
for periods 2 through 9 for both subject groups. This is confirmed in
Figures 7-10 where the appropriate regression lines have been plotted for

value in this sense entails assisting the decision-maker in the identification of effective
strategies and of valid decision models and assumptions.
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the initial periods. In both cases, the slopes of the regression lines are nearly
ideutical with only the intercepts differing. In the case of Figures 7 and 8,
the difference in intercepts confirms the carlier conclusion that analytics
initially utilized more decision time (I1;).

Since the data indicated that I, und 7, subjects did not differ in time or
profit rates of learning, learuing cffects did not seem to bias the value of
information results discussed in [16].

Summary

This research was undertaken to investigate the effect of decision ap-
proach and information structure upon decision performance and learning.
The results reported indicate that decision approach had o significant cffect

TABLE 5
Rates of Learning for the Initial Split-Half Periods
Learning rate F statistic {or the null
Decisioa class (8 coefhicient) bypothesis 8, = 8;
Analytics — .05596 —.0031
Heuristics — 05364
1, —.05653 —.0014

1 —.05818
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upon payoffs and decision times. If decision approach is an important in-
formation system design variable, further rescarch is needed to develop a
taxonomy of relevant deeision-maker characteristics which can be used
to design more individualized information systems. Clearly, the capabil-
ities of modern computer-based uccounting systems make such systems
feasible.

In contrast, learning patterns did not depend upon decision approach.
Measured by profit performance, lcarning was not observed in the final
13 decision periods. When measured by decision times, the logarithimic
learning curves were not significantly different.

In studying the effect of information structures upon learning patterns,
no learning cffect was found in the case of profit performance, and cquiva-
lent rates of learning were observed in the case of observed decision times.
Yet, subjeets who received real-time information (1,) utilized significantly
longer decision times than those receiving lagged information. This particu-
lar observation lends some uncertainty as to the cause of the superior per-
formance of I, subjects reported in [16).

APPENDIX A

The underlying decision model for the experiments:

Maximize:
o =PQ. - C,

subject to
Pi=8,—.03Q +954,— A2 (1)
Ci=a;+ ¢ (0075Q2 — .075 Q) + 5000 A, (¥)]
1 =2 (L) (3)
ce = puM + pal, 4
M Li>0 ®)
Q210 (6)
0<4<7 ™

ay, Bi, P, and Py, fixed for each ¢ and greater than 0;
where for each period (:

r, = profit

P, = sciling price

Q. = quantity produced and sold*
C. = total cost

A, = advertising units purchased*
M, = material input*

* decision variables
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L. = labor input

¢, = input cost per standard unit produced
P = cost of materials
P2 = cost of labor.

The constraints-(5), (6), (7) and (8) were not clearly evident in a draft
of [16), and Jensen [5] pointed out that an infinite number of solutions
would lead to infinite profits. For instance, if one could produce negative
amounts of product, costs (equation (2)) become revenues. This is, of
course, a correct mathematical interpretation but an unlikely economic
situation. Under the constrained model, such solutions are infeasible, and
unique optimal deeisions do exist.

APPENDIX B
TABLE B1

Average Profit per Period (in $000's) Attained by Each Subject Group and
Their Intergroup Diflerences

Period it Mteciure”  Asalytics Heuristics dieremce dilerence
I I Ivand Iy Awd B
1 60.737 51.624 32,104 56.266 9.113 24.162
2 —279.752  28.86 —676.77 89.694 —308.612 —766.464
3 100.863 73.507 102.26 €6.084 27.356 35.576
4 145,534  143.771 147.987  140.506 1.763 7.481
5 150.779  115.517 117.425  144.599 14.262 —27.174
[i] 177.607  150.001 163.147  174.339 27.606 —~11.192
7 120.802  143.935 133.777 135.068 —23.043 —-1.291
8 112,156  139.838 147.964  132.443 —27.682 15.521
9 116.036  101.359 122,037 100.613 14.677 21.424
10 189.072 178.467 202.846 184.971 10.605 17.875
11 224,262 186.593 233.501 221.325 37.669 12.176
12 246.165 213.304 263.698 242.807 32.861 20.891
13 171.862  159.742 186.658 171.128 12,12 15.53
14 196.641 192,458 213,54 195.60 4.183 17.94
15 109.739 193.914 210.78 200.95 5.825 9.83
Aver. profits
per period :
4-15 170.43 159.91 176.64 170.36 10.52 8.34
Standard de- 42.18 33.76 46.93 41.29 22,97 14.69
viation
Standard er- 12.18 9.75 13.55 11.92 6.63 4.24

ror




TABLE B2
Average Unit Cost per Period.(in $000's)

Infor- Infor- . L. Group Group
Period (e i Al Nedie dloets dfc
I I Iivand Iy Aand i
1 1.0435 1.0531 1.1027 1.0241 —.0096 .0786
2 1.2168 1.044 1.056 1.0709 L1728 —.0149
3 1.0101 1.0131 0.9957 1.0154 .003 —.0197
4 £992 8854 8846 §961 0138 —.0115
5 .9018 L0077 L8903 .0023 —.0059 -.012
6 .8005 .834 8081 .799 —.0335 L0091
7 L8345 L8341 8173 8479 — . 0196 —.0306
8 8786 L8544 8716 8828 .0058 —.0112
o] 8727 8797 8624 L8804 —.007 -.018
10 781 .803 .7785 L7879 —.022 —.0094
1 L7012 7386 6967 L7028 —.0374 .0061
12 6446 .692 L6313 .6539 - .74 —.0226
13 .6879 6851 .6683 .6763 .0028 —.008
14 .5996 L6237 L5096 .6063 L0099 —.0067
15 .603 L6716 AW 12 6617 L0186 L0200
Aver. unitcost/ .795 .803 788 791 -.008 —.010
period 3-15
Standard devi- 116 115 140 .128 .028 014
ation
TABLE B3
Average Decision Times T'aken (Minules)
i laformation loformaton pauyiics  Heuguties  eremce  Difirence
1 Iy liand Iy Aand H
1
2 10.14 10.36 10.26 11.14 —-.22 —0.88
3 8.49 7.43 9.79 6.71 1.06 3.08
4 6.13 6.32 7.53 7.33 —-.19 .20
5 5.27 4,14 6.482 3.62 1.13 2.70
6 4.30 3.1 4.58 1.19 .58 .34
7 5.40 3.36 6.00 3.86 2.064 2.14
8 4.30 4.43 4.79 4.81 -.13 ~0.02
9 3.76 4.00 4.21 4.14 —-.24 07
10 3.40 3.50 1.05 3.38 —-.10 .67
11 3.4 3.32 3.42 3.95 .08 —0.53
12 2.84 2.57 3.05 2.62 .27 .43
13 3.30 3.21 3.5 3.62 .09 0.36
14 2.68 2.64 2.53 2.90 .04 —0.37
15 2.95 2.68 2.89 3.14 .27 -0.25
Overall aver. de- 1.74 4.41 5.21 4.67 .342 .239
cision time
Standard devia- 2.218 2.201 2.480 2,203 .664 966
tion

Standard error .593 .588 .663 .613 177 .258
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TABLE B3

Average Relative Profit per Period (Average Profits as a Percentage of

Optimal Profits per Period)

beod | lomn lormtin s iewstic Optimd pot

nh I I Iy
1 41.5% 35.3%, 006.89%, 24.39, $146,279 $146,244
2 —187.7 19.4 —135.6 20.8 149,026 149,003
3 60.5 44.1 17.5 07.3 166,695 166,695
4 72.2 1.3 51.8 36.4 204,102 201,636
5 69.6 S04 50.2 34.8 229,461 229,301

6 74.9 64.0 69.0 73.9 287,114 231,26

7 56.6 G7.8 62.8 63.4 213,661 212,415
8 53.8 67.2 71.0 63.6 208,325 208,063
9 1.8 065.6 068.2 56.2 179,113 178,974
10 4.9 72.3 81.0 4.1 252,329 | 246,907
11 3.4 62.2 76.9 73.1 305,518 300,083
12 70.0 60.9 70.1 09.2 351,443 35,006
13 63.6 59.5 69.2 63.6 270,056 268,305
14 59.8 63.9 70.4 1.6 304,562 301,353
15 66.6 4.9 70.4 67.1 209,706 298,973

APPENDIX C

Classificalion of Suljects as Analytics and Heurislics

In accordance with the notions of analytic and heuristic decision types discussed
in the text of this paper, subjects were classified according to their questionnaire
responses. If subjects did not fall clearly into either category, they were classified as
indeterminable. The most relevant question and abstracts of subject responses fol-
low. Other question responses were used to validate the classification.

How did you go about reaching the various dccisions for this experiment?

Classifi-
cation
(4 or H)

H
H

H

4

1.D.
No.

25

28

93

98

121

Respounse

Using relntionship of pust data and formula, demand, ete.

Developed a trend input. Key to the decision was demand in-
dex and the unit material cost compared to tota! production
cost.

Trial and error.

Trying to see the relationships of various input combinations
to output resulta. Varying different factors at different times
depending on known data,

Tried to analyze the model—solution form seemed to work,
solution for advertising did not work so I experimented. I
was sbout to experiment with quantity when the game was
over.

First [ anulyzed the three busie formulas and attempted to de-
termine how to optimize cach. Then, based on the data, I
tried 1o find the optimum advertising, quantity and material
used per unit.

Mostly by analyzing the equations given to find the maximizing
(in the case of sales) or minimizing (in the case of costs)



Classifi-
cation
{4 or H)

H
H

o

H
Hi

H

i

H

H

127
128
120

141
145

146

148
32

35

56

59

64

65

66

67

LEARNING, DECISION APPROACH, AND INFO. 151

Response

relationships. The one time T took a big gamble just to see
what would hiappen was the one period I showed u loss,

Decisions made in relation to the previous period. Watched
which way the variables were going and decided accordingly.

Mostly trying to get a feel for how it reacted—watching rela.
tionship of material and labor cost plus demand in relation
to prior results.

At first I studied relationships in formula form.

Based on past history.

By working out the problems muathematically as best as possi-
ble, and also by trying to determine certain basic relation-
ships.

1 mostly relied on the new information in relation to the old.

Mainly experimenting. Reulized that advertising was a factor
in the sales to Le completed; tried snalyzing the materisl
based on quantity.

Interpretation of Exhibit 11 and thinking positively in terms
of sales volume being responsive to advertising.

1 used past history and the previous period’s results,

I struggled for the first couple of periods, but then made ad-
justments on previous period’s figures and tried sgain.

An approximation method—previous results plus demand
change.

Max: (D — .03Q + 954 — A)Q — C(7.5Q% — 75(/1000) — fixed
cost — 5,0004.

Fxperimentation—when I found a formula whiels produced
relatively good results I stuck with it with minor variations
depending on demand index.

M and A analyzed. @ wus by guess and estimates of which di-
rection to go from past performance.

Devised minimum cost mathematically; estimuted next peri-
od's costs by watching cirrent trends.

Correlating the results of cost and sules dollar with the deci-
sion variables.

Evalustion of past performance, evaluation of demand indi-
cator of the economy and minimum of input costs.

Reviewing the previous data; judging from the formula, main
focus was placedon D, CM, CL. Did not compute the formula
on each occasion.

Took partial derivatives of expressions for profit with regard
to A, Q, and M. Developed from these. Worked out Q-4 rela-
tion and then saw the M depended only on CM and CL and
worked from there.

At first 1 just made decisions fairly similar to the previous
periods. After s few decisions began to work the math rela-
tionships between demand and price and Q between 3 and L.

After working out a few relationships between quantity, profit
and costs, I decided on important areas to be high and low,
then went on previous information.

I sought for the dependence of the variables and their sensi-
tivity. ‘
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Classifi-
cution

(A or )
H

A

H

H

b

A4

A

H

H

4
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1.D.
No.

73

79
81

87
89

96

97

104

108

115

17

Response

For A 1 tried a marketing method until 1 reached the point
when [ felt that the range of 37-39 units was most effective
for most demands—modified if demand was very high or low.
For Q I used trial and error experiments with demand index.
For 3 1 used the relationship of cost of each and formula on
the L and M relationship.

For M—used 2C/2M = 0.

For A—used 2P/24 where P = (954 — A?), plus adjustment.

For {—experience plus adjustment of the chunge in demand.

Algebraic manipulution to get feel of objective function,

Conlinuing to tabulate figures as on Fxhibit I1. Making ap-
proximate extrapolations and estimates based on previous
performance.

I would like to think quantitatively; however, after reading the
instructions and making some basic ealculations (i.e., at-
tempts to determine the relationships between D and P,
M and L, etc.) subsequent decisions were based on intuition
and the historical evidence.

Trial and error,

Minimum input cost. Varied output with fixed cost and demand
level—varied advertising accordingly.

4 based ou D. M und L based on CM and CL. Q based on D,
CM and CL.

Attempted to minimize total costs by watching production
expenses nnd estimating a conservative 4 policy based on
demand index.

At first it was mere guessing. Then I noticed a relstionship
between units, M and A and I tried to keep these three
numbers pretty much the same way. If fixed costs went up,
I decrensed A und increased QA.

By studying the example given. First time I just picked the
numbers, but later on, I increased or decreased according to
fixed cost and demand index.

At first I made a survey of Exhibit 11. I paid most attention to
years 4-6, since the compuny made most profits during these
three vears. 1 got an idea that my advertising units were
better between 35-38. Then uccording to the information of
next period’s expenses 1 got from the computer, | made my
decision.

I tried to determine (u) the relationship between A aud sales;
(b) the relutionship between volume and cost; and (c¢) the
minimum cost input mix. ’

Cowmpared relationship CV to CL. Optimum advertising units

—i0.

REFERENCES

1. Cyert, R. M., axn J. G. Manen. 4 Behavioral Theory of the Firm. Prentice Hall,

1963.

2. Frrruan, G. A. “The Vulue of Information,”” The Accounting Review, October,
1968.

3. ——, axp J. S. Dessxkr. “The Use of Models in Information Analysis,”” The Ac-

counting Review, October, 1970.



~1

10.

11.

13.

14,

15.

16.

17.

LEARNING, DECISION APPROACH, AND INFO. 153

-~

. Gooprap, J. E. “How Do We Learn?®' Saturday Review, June, 1969.
. Hasmirroxs, Winnianm F., Tnoysas Grikn, PETER PasoLp, anp Ronenrt H. DokToR.

“Cognitive Style and Implementation.’”’ Unpublished research paper, University
of Pennsylvania.

. Huysmans, J. H, B. M. “The Implementation of Operutions Research: A Study

of Some Aspects Through Man-Machine Simulation.” Unpublished I’h.D. dis-
sertation, Business Administration, University of California, Berkeley, 1968.

. JEnsin, . E. “Discussion of Comparative Values of Information Structures,”

Empirical Rescarch in Accounting: Selected Studies, 1969, Supplement to Vol. 7,
Journal of Accounting Kesearch.,

. Kiunre, G. A. “The Definition of Learning,”” Chap. 7 in Cuinmings, L. L. aud

W, L. Scott., eds., leadings in Organizational Behavior and IHuman Performance.
Homewood, H: R, D, Irwin, 1969,

. Linporos, . D. “The Science of ‘Muddling Through,’ ' Public Administrative

Review, Spring, 1909,

Luck, R. O., axp H. Rurra. Games and Dectsions. New York: John Wiley und
Sons, 1964.

Manen, J. G., axp H. A, Simos. Organizations. New York: John Wiley and Sons,
1958.

. Manscuax, J. “liconomic Theory of Information,” Working Paper No. 118,

W.M.S. 1., University of California, Los Angeles, May, 1967.

Martues, R. C. ©* ‘D’ Pcople and 'S’ People,’’ Science, May 9, 1969.

McKexxEey, J. L. A Cognitive Approach to Decision Making as a Basis for
Designing Man-Machine Decision Systems.’’ Unpublished manuscript.
MEessick, SamvurL, “The Criterion Problem in the Evaluation of Instruction:
Assessing Possible, Not Just Intended Outcomes,’” Educational Testing Service,
Princeton, New Jersey, October, 1069,

Mock, T. J. “Comparative Value of Information Structures,’” Empirical Research
in Accounting: Selected Studies 1969, Supplement to Vol. 7, Journal of Accounting
Rescarch,

. “*‘Concepts of Informativn Value and Accounting,”’ The Accounting Review,
Octlober, 1971.

. Scanoner, H: M., M. J. Driver, aAxd S. STREUFERT. Human Information Process-

ing. New York: Holt, Rinehart and Winston, 1967,

. SKINNEK, B. F. Science and Human Bchavior, New York: Macmillan, 1938,

Toncersox, W. S, Theory and Methods of Scaling. New York: John Wiley and
Sons, 1958,

. Turn, Doxatp S., Axp GeEraLb S. ALvavy. “Management Style and the Value of

Information: Some Propositions.”’ Unpublished manuseript.

UnreTrsky, M, “‘Discussion of Comparative Values of Information Structures,”
Empirical Research in Accounting: Selected Studics, 1969, Supplement to Vol. 7,
Journal of Accouniing Iesearch, .

. Watsox, J. B. Behaviorism. 2d ed. University of Chicago Press, 1930.



